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Abstract 
 
Unmanned ground vehicles (UGVs) must rapidly and robustly characterize the 
nature of the terrain they are traversing, to improve autonomous mobility. This 
research program has focused on the development of a framework for self-
supervised terrain classification, which allows a UGV to automatically learn the 
properties of terrain without human guidance. Work has also focused on novel 
applications of the self-supervised terrain learning approach, including 
urban/semi-urban driving on road networks. Finally, research has led to the 
development of novel sensing techniques for analyzing robot-terrain interaction 
mechanics at the micro scale. This report summarizes advances in all of these 
research areas. 
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1 Introduction—Self-Supervised Terrain Classification 
This section describes a self-supervised learning framework that will enable a robotic system to 
learn to predict mechanical properties of distant terrain, based on measurements of mechanical 
properties of similar terrain that has been previously traversed. In this framework, a 
proprioceptive terrain classifier is used to distinguish terrain classes based on features derived 
from rover-terrain interaction, and labels from this classifier are used to train an exteroceptive 
(i.e. vision-based) terrain classifier. Once trained, the vision-based classifier is able to recognize 
similar terrain classes in stereo imagery. This section presents two distinct proprioceptive 
classifiers—a novel approach based on optimization of a traction force model and a previously 
described approach based on wheel vibration—as well as a vision-based terrain classification 
approach suitable for environments with unexpected appearance. The high accuracy of the self-
supervised learning framework and its supporting algorithms is demonstrated using experimental 
data from a four-wheeled robot in an outdoor, Mars-analog environment. 

The ability for humans to explore the surface of other planets using mobile robots (“rovers”) is 
fundamentally dependent on the autonomous mobility capabilities of these robots. Because 
targets of scientific interest such as craters, ravines, and cliffs present dangers to landing, 
planetary rovers must land at safe locations and travel long distances to reach these targets 
(NASA/JPL, 2007). Close teleoperational supervision of robots is not desirable because limited 
communication with operators on Earth places significant restrictions on the distance a rover can 
travel during a mission lifetime—for each downlink/uplink cycle of roughly 24 hours (Mishkin 
& Laubach, 2006), the rover cannot safely travel beyond the distance it can image with its 
cameras, which has been as little as 15 meters or less in dune fields observed by the Mars 
Exploration Rovers (NASA/JPL, 2005). Thus, advances in robot autonomy will lead to payoffs 
in terms of scientific data return from locations that were previously unreachable, since it will 
allow rovers to travel longer distances with limited human supervision. 

One current limitation to autonomous mobility is the inability of current rovers to autonomously 
identify terrain regions that can be safely traversed. Existing path planning algorithms can 
generate a route to a target that avoids known obstacles only if they are given an accurate map of 
the ease of traversability of the surrounding terrain (Goldberg, Maimone, & Matthies, 2002; 
Nilsson, 1982; Stentz, 1994). Unknown hazards have the potential to immobilize the rover, 
delaying or permanently preventing completion of the mission. Thus, autonomous navigation is 
generally restricted to environments that operators have previously determined to be relatively 
benign. The ability to autonomously detect possible hazards from a distance would enable safe 
autonomous travel in previously unexplored rough terrain. 

While geometric1 hazards, such as large rocks or cliffs, can be sensed remotely using range 
sensing techniques (Talukder et al., 2002), little research has addressed remote sensing of non-
geometric hazards, such as loosely packed soil or sandy slopes. The importance of sensing non-
geometric hazards was highlighted in April 2005, when the Mars Exploration Rover (MER) 
                                                 
1 Here, geometric hazards are considered to be obstacles that prevent safe rover travel due primarily to their shape, 
and not to loss of traction between a wheel and the terrain. In contrast, non-geometric hazards are regions of terrain 
that are impassible due to their limited traction properties. 
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Opportunity became embedded in a dune of loosely packed drift material (Cowen, 2005). The 
terrain geometry was not hazardous, however the high compressibility of the loose drift material 
caused the wheels to sink deeply into the surface, and the combination the drift’s low internal 
friction and the motion resistance due to sinkage prevented the rover from producing sufficient 
thrust to travel up the slope. Opportunity’s progress was delayed for more than a month while 
engineers worked to extricate it.  A similar embedding event experienced by the Spirit rover in 
2010 lead to the end of its mobility operations (Grossman, 2010). 

Since non-geometric hazards are highly dependent on wheel-terrain interaction properties, 
methods for characterizing such hazards have focused on measuring aspects of that interaction. 
Examples include wheel sinkage measurement (C. A. Brooks, Iagnemma, & Dubowsky, 2006; 
Wilcox, 1994), soil characterization (Iagnemma, Kang, Shibly, & Dubowsky, 2004), wheel slip 
detection (Reina, Ojeda, Milella, & Borenstein, 2006), and explicit traversability estimation 
(Kang, 2003). These methods rely on proprioceptive2 terrain sensing, which characterizes only 
the terrain immediately under the rover wheels, and is thus of limited use for predictive hazard 
avoidance. 

While planetary scientists have long employed exteroceptive sensors, such as cameras or LIDAR 
sensors, for terrain sensing (e.g. (Azimi-Sadjadi, Ghaloum, & Zoughi, 1993; Weszka, Dyer, & 
Rosenfeld, 1976), their work has often addressed sensing from satellites, and the effect of terrain 
on ground vehicle mobility has not been a primary concern. Recent research efforts such as the 
DARPA Grand Challenge (Iagnemma & Buehler, 2006) and DARPA LAGR program (Jackel, 
Krotkov, Perschbacher, Pippine, & C. Sullivan, 2006) have sparked interest in terrain sensing for 
ground vehicles. Autonomous training of vision-based classifiers has been demonstrated for road 
identification (Thrun et al., 2006), and other researchers have proposed similar autonomous 
learning approaches for differentiation of traversable and non-traversable terrain  (Kim, Sun, Oh, 
Rehg, & Bobick, 2006), though their work has focused on the detection of geometric hazards 
rather than non-geometric hazards. Other researchers have used autonomous learning to estimate 
vehicle mobility in scenarios where the visual appearance of terrain classes are known a priori 
(Angelova, Matthies, Helmick, & Perona, 2007), implicitly assuming the rover will not 
encounter any unexpected terrain classes. More recently, researchers have used an approach 
similar to the one proposed here and in (C. A. Brooks, 2009) to learn to distinguish terrain 
classes defined using simple proprioceptively-sensed attributes (Krebs, Pradalier, & Siegwart, 
2010), though the correspondence between the proprioceptively-sensed attributes and vehicle 
mobility is uncertain. 

This report presents an approach to autonomously identifying potentially hazardous terrain from 
a distance, when the visual appearance of terrain is not known a priori. To accomplish this task, a 
self-supervised learning framework is employed, whereby the rover uses proprioceptive sensors 
to classify terrain it has traversed and learns to associate the visual appearance of the terrain with 
terrain class labels. Two proprioceptive classification approaches are presented, including a 
novel approach to grade terrain through optimization of a traction force model. 

                                                 
2 Proprioceptive sensors measure the internal state of the rover, and therefore sense terrain through its interaction 
with the rover. In this work, wheel torque, wheel speed, and wheel sinkage are considered to be measured by 
proprioceptive sensors. 
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This report is divided into six sections. Section 1 is the introduction and describes related work. 
Section 2 presents an overview of the self-supervised classification framework. Sections 3 and 4 
present classifiers that are used as components within the framework: proprioceptive 
classification is addressed in Section 3, and exteroceptive classification is addressed in Section 4. 
These components are combined in Section 5 to experimentally validate the full self-supervised 
classification framework. Conclusions are presented in Section 6.  

2 Self-supervised classification framework 
In the following, “self-supervised classification” refers to automatic training of a vision-based 
terrain classifier. Whereas in a traditional (i.e. manually) supervised classifier a human provides 
labeled training examples for each class of interest, in a self-supervised framework another 
classification algorithm identifies these training examples. In the context of this report, 
proprioceptive sensors are used to identify terrain patches associated with terrain classes of 
interest, and visual features associated with these terrain patches are used to train a vision-based 
classifier. This vision-based classifier then identifies instances of these terrain classes in distant 
scenes. 

Self-supervised classification is a form of learning from experience. Figure 1 illustrates the 
accumulation of data used to train the vision-based classifier. Initially, the rover has no 
knowledge of the relationship between terrain appearance and terrain class. From its initial 
position, the rover extracts visual features from disjoint patches of surrounding terrain (Figure 
1(a)). Figure 1(b) shows the rover after it has driven onto a patch of terrain for which it has 
acquired visual feature data. Using proprioceptive sensors (e.g. vibration sensors or torque 
sensors), the rover extracts features related to physical wheel-terrain interaction, then employs a 
classifier to label the terrain patch. Pairs of terrain class labels and associated visual features are 
stored in memory. When sufficient data is accumulated, a vision-based terrain classifier is 
trained, and class labels are associated with physical properties. This allows the rover to predict 
the physical properties of distant terrain (Figure 1(c)).  
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Figure 1: Illustration of proposed self-supervised classification framework 

This framework has two distinct components: a proprioceptive terrain classifier and an 
exteroceptive terrain classifier. Figure 2 shows the information flow between these components. 
The proprioceptive classifier takes proprioceptive sensor data as an input and returns a terrain 
class label as its output. The exteroceptive terrain classifier takes exteroceptive sensor data (here, 
color stereo images of the terrain) as its input and returns terrain class labels for each terrain 
patch (here, 20 cm x 20 cm) in its field of view. These two classifiers are linked through the use 
of the proprioceptive classifier output as training labels for the exteroceptive classifier. The 
details of the proposed proprioceptive and exteroceptive classifiers are presented in Sections 3 
and 4. 

 

Figure 2: Information flow for self-supervised classification framework 
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3 Proprioceptive terrain classification 
Because the proprioceptive classifier and exteroceptive classifier are linked only through the 
training approach, the underlying form of each classifier can be changed without affecting the 
other. Here we present two distinct proprioceptive classifiers, either of which can be used within 
the self-supervised framework. The first classifier, a vibration-based terrain classifier, uses 
traditional machine learning techniques to classify vibrations in the rover suspension arising 
from physical wheel-terrain interaction. This classifier requires a priori knowledge of the terrain 
classes in the environment, and corresponding hand-labeled training data. The second classifier, 
a novel traction-based terrain classifier, uses measurements of wheel torque and sinkage to 
estimate the minimum traction available at the wheel-terrain interface, and assigns a class label 
based on a set of pre-defined thresholds.  

3.1 Vibration-based terrain classification 
Vibration-based terrain classification is a method for classifying terrain patches based on 
vibrations induced in the rover structure by wheel-terrain interaction. Because mechanically 
distinct terrains induce distinct vibrations, features derived from these vibrations can be used as a 
means for classification. This approach relies on measurement of vibrations using an 
accelerometer mounted on the rover structure, representation of those vibrations in terms of the 
log-scaled power spectral density, and classification of the resulting features using a support 
vector machine (SVM) classifier. It is trained using hand-labeled vibration training data collected 
for each of the terrain classes during an offline learning phase. 

The approach presented here for vibration-based terrain classification was initially developed in 
(C. Brooks, 2004) and (C. A. Brooks & Iagnemma, 2005). This report proposes an improved 
approach that employs an SVM classifier. This improved approach is validated using 
experimental data from a beach environment.  

3.1.1 Approach 

3.1.1.1 Description of vibration features 
This algorithm represents each 1-second segment of vibration data as a vector of frequency-
domain features. These features are calculated as follows. Given a time series of vibration signals 
v=[Svib,t=t0,…,Svib,t=t0+1-1/Fs] sampled at a frequency Fs, the first step is to compute the power 
spectral density (PSD) using Welch’s method (Welch, 1967). Welch’s method averages 
calculations of the power spectral density over eight subwindows to yield a 1025-element vector 
p, where the ith element, pi, is the estimate of the power spectral density at a frequency of 

2048/)1( −iFs . Thus, p is a time-shift-invariant representation of the vibration. To reduce the 
dominating effect of high-magnitude elements of p, these magnitudes are log-scaled to yield a 
vector p̂ .3 

The vibration feature vector f, is the set of elements from p̂  that correspond to a frequency range 
of interest between Fmin and Fmax. For this work, vibrations are sampled at 44.1 kHz, resulting in 

                                                 
3 This logarithmic scaling also has the advantage of representing time-domain convolution with vector addition. 
Thus, the log-scaled PSD of the convolution of two signals is equal to the sum of their log-scaled PSDs. 
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a spacing of 21.5 Hz between frequencies in the PSD estimate. The frequency range of interest is 
from 0 to 12 kHz. Thus, f is a 558 element vector composed of the log-scaled PSD magnitudes 
associated with a single vibration segment.  

3.1.1.2 Classifier description 
To classify vibration features, an SVM classifier was implemented using the open-source library 
LIBSVM (Chang & C.-J. Lin, 2005, 2008). A Gaussian radial basis function (RBF) was used as 
the SVM kernel function, with parameters optimized by cross-validation over a set of vibration 
data not used for testing. (The optimized parameters were C=100 and γ=5x10-5.) The LIBSVM 
option to return predicted class likelihood was enabled. 

During an offline training phase, the SVM was trained to recognize distinct terrain classes using 
vibration features calculated from traverses of the rover over terrain patches corresponding to 
each terrain class. In the online terrain classification process, vibration features associated with 
unlabeled terrain patches were calculated and these features were provided to the SVM for 
classification. 

3.1.2 Experimental validation 
The performance of the vibration-based terrain classifier was studied using data from 
experiments with the TORTOISE rover in an outdoor beach environment. This robot and 
environment will also be used to validate the exteroceptive classifier in Section 4, and the self-
supervised classification framework in Section 5. 

3.1.2.1 Robot configuration 
TORTOISE, shown in Figure 3, is an 80-cm-long, 50-cm-wide, 90-cm tall robot with four 20-
cm-diameter rigid aluminum wheels with grousers. The wheels on either side are connected to 
the main body and mast via a differential.  

 
Figure 3: Photo of TORTOISE rover, showing location of wheel sensor suite 
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Mounted to the rover body is a two-axis tilt sensor (Crossbow CXTA02), measuring body pitch 
and roll. Additionally, all four wheel motors are equipped with encoders to measure wheel 
angular position. Wheel odometry, body pitch, and roll are used to align stereo-generated range 
data with an Earth-fixed reference frame.  

TORTOISE measures vibration signals via a contact microphone mounted to the front right 
suspension strut of the rover, near the joint where the wheel axle passes through the strut, as seen 
in Figure 4. Vibration signals are recorded using the audio input of a laptop computer. During 
experiments, 16-bit samples of the vibration signal were collected at a frequency of 44.1kHz.  

 

Figure 4: TORTOISE’s wheel sensor suite, including vibration sensor and belly-mounted camera 

TORTOISE is also equipped with a forward-looking stereo camera pair, which is mounted on a 
rigid mast 90 cm above the terrain. The stereo pair is a Videre Design “dual DCAM” with a 19 
cm baseline and an overlapping field of view roughly 44°×30°, capturing pairs of color images at 
640×480 pixels each (Videre Design, 2001). Range data were extracted from the stereo images 
using SVS (Small Vision System), Videre Design’s commercial stereo processing software 
(Konolige, 2007). 

For these experiments, TORTOISE’s belly-mounted camera, shown in Figure 4, captured images 
of the terrain being traversed. These images were used to allow a human to identify the terrain 
classes to serve as ground truth for classifier performance evaluation. A complete description of 
TORTOISE can be found in (C. A. Brooks, 2009). 

3.1.2.2 Experiment environment 
Experiments were performed at Wingaersheek Beach in Gloucester, Massachusetts, USA. This is 
a sandy beach with a mixture of small and large rock outcrops (relative to the size of the rover) 
as well as loose rocks. This site was chosen due to its similarity in appearance to the MER 
landing sites on Mars. In this environment, sand and rock were considered to be two distinct 
terrain classes. To demonstrate the ability of the classifier to work in a multi-class setting, matted 
piles of beach grass were used as a third terrain class. These three terrain classes are identified in 
Figure 5. Further details about the experiment environment can be found in (C. A. Brooks, 
2009). 
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Figure 5: TORTOISE on Wingaersheek Beach, showing terrain classes 

Three experimental data sets were collected, each during a rover traverse of at least 15 meters 
along a straight-line path containing a combination of the three terrains. No two paths were 
identical. During experiments, TORTOISE traveled at a speed of 3 cm/s. In all, 2283 seconds (38 
minutes) of vibration data were collected.  

3.1.2.3 Data processing 
All vibration data was manually labeled to identify ground truth terrain classes underneath the 
front right wheel, based on the appearance of the terrain in images collected by the belly-
mounted camera. Among all of the data sets, 1593 one-second vibration segments were labeled 
as sand (1289 segments), beach grass (209 segments), or rock (95 segments). Terrain under the 
other wheels was not recorded. 

For the results presented here, cross-validation was used. Thus, each data set was used for testing 
the classifier that was generated using the remaining data sets as training data. Due to the 
reduced amount of training data, cross-validation is expected to under-predict the performance of 
a classifier generated using all three labeled data sets (Kohavi, 1995). 

3.1.3 Results 
The performance of the vibration-based terrain classifier was assessed by comparison to the 
hand-identified class labels (i.e., ground truth) using a receiver operating characteristic (ROC) 
curve, shown in Figure 6. In this plot, it can be seen that the classifier exhibits very good 
discrimination between each of the terrain classes. More than 50% of the terrain patches 
associated with rock are correctly identified before more than 1% of the non-rock terrain patches 
are incorrectly identified as rock. Similarly, 50% of the terrain patches associated with beach 
grass are correctly identified before 3% of the rock and sand terrain patches are falsely identified 
as beach grass. Classification of the sand class is also accurate, when a higher classification 
threshold is used, with 50% of terrain patches associated with sand correctly identified before 
5% of the non-sand terrain patches are incorrectly identified as sand. Thus, combining all three 
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terrains, the vibration-based terrain classifier can classify 50% of the terrain patches while 
maintaining 92% confidence in the class label.4  

 

Figure 6: ROC curve for vibration-based terrain classifier 

For comparison, note that random assignment of classes to terrains would yield equal values for 
true positive and false positive, resulting in a straight line from (0,0) towards (100,100). By 
definition, random assignment into three classes yields only a 33% confidence in the class label. 

It should be noted that the low true positive detection rates for rock and beach grass with all 
terrain patches labeled—54% and 57%, respectively—reflects the fact that there were fewer 
examples of these terrain classes in the training data than there were for sand. This implicitly 
gives these two terrain classes a lower prior probability in the final classification. Thus, while 
they are correctly identified less often than sand, they have a correspondingly lower false 
positive rate. If a detection rate higher than that shown in Figure 6 is desired, more training 
examples can be provided, or a higher weight can be placed on the existing examples when 
training the SVM. 

Because this vibration-based terrain classifier is used to label training data within the self-
supervised classification framework, it is particularly important that the classification error rate 
be low so as not to corrupt the training of the vision-based classifier. Here, accuracy is improved 
by using a conservative classifier threshold and by combining multiple separate vibration-based 
class predictions for each terrain patch. (This is possible since the rover travels slowly.) If any of 
these terrain class assignments disagree, no training data from that terrain patch is used for 
training the vision-based classifier. 

3.2 Traction-based terrain classification 
An alternative proprioceptive terrain classification approach is based on estimating the maximum 
traction force available at the wheel-terrain interface, based on observed rover wheel torque and 
                                                 
4 92.3% confidence is based on the observed mixture of terrains: 6% rock, 13% beach grass, and 81% sand. 
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sinkage. Class labels are then assigned class labels by comparing the estimated force to 
predetermined threshold levels. The analysis proposed here is intended to yield a single metric 
reflecting the ease of traversability of deformable terrain. 

Previous researchers have taken various approaches to characterizing deformable terrain. Bekker, 
Wong, and Reece developed models for normal and shear stress acting on wheels in deformable 
terrain that can be used to calculate the net forces and torques on a wheel (Bekker, 1969; Wong, 
2001; Wong & Reece, 1967). In their models, terrain is characterized by eight parameters. 
Measuring these parameters requires dedicated equipment to apply normal and shear forces and 
measure corresponding displacements. Iagnemma developed an approach to estimate the 
parameters of a reduced-order Bekker model without dedicated terrain sensing equipment, by 
measuring wheel torque and sinkage during a rover traverse (Iagnemma et al., 2004; Iagnemma, 
Shibly, & Dubowsky, 2002). Kang extended that work and proposed a nondimensionalized 
metric based on drawbar pull—the drag force that would be required to resist vehicle motion—as 
a traversability metric (Iagnemma, Kang, C. Brooks, & Dubowsky, 2003; Kang, 2003). This 
metric, known as the coefficient of traction (Wong, 2001), is calculated by dividing drawbar pull 
by the vertical load, and it represents the available net traction force as a fraction of the weight 
on a wheel. Kang found an approximate equation for the coefficient of traction as a function of 
wheel sinkage, wheel torque and vertical load. However, while Kang’s predictions of the 
coefficient of traction accurately approximate the predictions of the Bekker model when 
averaged over many terrains, he provided no guarantees about the error of any single prediction. 
For planetary exploration applications, overly optimistic predictions related to the traversability 
of terrain can lead to catastrophic failure.  

This section presents a novel, optimization-based method for predicting strict upper and lower 
bounds on the coefficient of traction for a terrain patch. By assigning classes based on the lower 
bound on this traversability metric, this approach serves as a method for classifying terrain 
traversability in potentially high-risk scenarios. 

3.2.1 Approach 
In this section we describe (1) the coefficient of traction to be used as a traversability metric, (2) 
the wheel-terrain interaction model, and (3) the proposed optimization method to find upper and 
lower bounds on the coefficient of traction for a given patch of terrain. The mapping from 
traction force bounds to terrain classes is described in Section 3.2.4.  

3.2.1.1 Traversability metric 
The traversability metric used here is the coefficient of traction, μtr , which is a measure of the 
net available traction force between the wheel and the terrain. The net traction force can be 
modeled via lumped forces acting on a single, rigid wheel, as shown in Figure 7. Here, W is the 
vertical load supported by the terrain (including the weight of the wheel), T is the torque exerted 
on the wheel by a drive motor, DP is the drawbar pull, and z is the wheel sinkage. Clearly, if the 
drawbar pull is positive, the wheel can exert a force to move the rover in the desired direction of 
travel. Conversely, if the drawbar pull is negative, resistance on the wheel will slow the rover, 
possibly causing the rover to become immobilized. 
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Figure 7: Wheel forces, torque, and sinkage 

The coefficient of traction, μtr, is calculated as DP/W, and is related to the load a rover can tow 
relative to its own weight, as illustrated in Figure 8(a), or the maximum slope a rover can 
traverse, as illustrated in Figure 8(b). Neglecting redistribution of vertical loads on the wheels, 
the effect of slope on terrain internal stresses, and changes in μtr with the normal force (i.e. 
nonlinear wheel-terrain interaction effects), the wheel can travel up a slope of angle α = atan(μtr).  

 
Figure 8: Wheel forces on flat terrain (a) and slopes (b) 

It is important to note that the drawbar pull is a function of both the mechanical properties of 
terrain being traversed and the wheel slip ratio, i, which is defined as 

 
r

v
i x

ω
−= 1 , (1) 

where vx is the forward velocity of the wheel, ω is the angular velocity, and r is the wheel radius. 
The relationship between drawbar pull and wheel slip ratio is illustrated in Figure 9, which 
shows experimentally observed relationships for four of the terrains studied later in this report. 
Note that for some of the terrains the drawbar pull is negative, indicating that an external force 
opposite DP is required to maintain a constant velocity at the specified slip ratio. Since the 
traversability metric is a function of drawbar pull, the value of wheel slip must be specified for 
the traversability metric to be measured on a given terrain. Here, the drawbar pull is measured 
for a wheel slip ratio between 0.4 and 0.7, conditions under which the drawbar pull is relatively 
insensitive to changes in slip for many terrains. 5 

                                                 
5 If a rover is traveling with a slip ratio less than 0.4, and the drawbar pull it can exert is insufficient to maintain its 
forward progress, the slip ratio will tend to increase. Thus, at some point the rover is likely to be able to exert the 
drawbar pull calculated for higher-slip conditions. 
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Figure 9: The coefficient of traction as a function of slip for four terrains  

(experimental data points and best fit curves) 

3.2.1.2 Terrain sensing 
In this work, it is assumed that the rover can measure the torque and absolute sinkage on (at 
least) one driven wheel. Torque can be measured directly, using a torque sensor, or it can be 
estimated based on wheel motor current. Absolute wheel sinkage—the distance between the 
undisturbed soil surface and the lowest point on the wheel—can be measured using a camera 
with a view of the side of the wheel (C. A. Brooks et al., 2006; Reina et al., 2006) or by a 
dedicated sinkage sensor. 

3.2.1.3 Terrain model 
A terrain model is employed to relate observed wheel sinkage and torque to predicted coefficient 
of traction. Here we use a classical Bekker model (Bekker, 1969), which defines parametric 
functions for the normal stress σ(θ) and tangential stress τ(θ) along the rim of the wheel, as 
shown in Figure 10.  

 
Figure 10: Bekker terrain model 
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The equation describing the normal stress function is as follows: 
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and the equation describing the shear stress equation is as follows: 

 ( ) ( )( ) ( )














 −−+=

K
jc θφθσθτ exp1tan , (5) 

using 
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where i is the slip ratio from (1).  

To compute the net forces applied to the wheel by the terrain, these stresses are integrated over 
the contact region: 
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Here, b is the wheel width. Since the wheel is assumed to be in equilibrium, W is the vertical 
load on the wheel, DP is the drawbar pull, and T is the torque applied by the motor. Using (7) 
and (8), the coefficient of traction μtr can be calculated from the normal and tangential stresses. 

In this model, a terrain is characterized by the following Bekker parameters: kc, kφ, n, c1, c2, c, φ, 
and K, defined in Table 1.6 These parameters have been measured for a wide range of terrains 
(Wong, 2001), including (for some parameters) for Lunar and Mars regolith (Moore, Hutton, 

                                                 
6 It should be noted that while the foundations of this model were introduced by Bekker, Equation (6) for θm is due 
to Wong and Reece (1967). An alternative parameterization of (4) by Wong and Reece includes an additional factor 
of b(1-n), and replaces kc and kφ with c kc’ and γs kφ’.  
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Scott, Spitzer, & Shorthill, 1977), (Rover Team, 1997), (Arvidson et al., 2004). By using the 
minimum and maximum values for each parameter observed in published data, plausible ranges 
for each of these parameters can be defined for a wide range of soil types. Table 2 lists the 
parameter ranges assumed for this Bekker model. 

Table 1: Bekker model parameters 

Symbol Name Role 

kc, kφ sinkage moduli kc and kφ determine the magnitude of normal 
stress as a function of vertical soil deflection 

n sinkage exponent n determines the rate of change of normal stress 
as a function of vertical soil deflection 

c1, c2 
wheel slip 

coefficients 
c1 and c2 determine the location of the maximum 

normal stress as a function of wheel slip 

c soil cohesion c determines the maximum shear stress which can 
be supported at zero normal stress 

φ angle of internal 
friction 

φ determines the ratio between shear stress and 
normal stress  

K shear deformation 
modulus 

K determines the rate of change of shear stress as 
a function of soil deformation 

 

Table 2: Ranges for Bekker parameters 7 

Parameter Minimum Value Maximum Value Units 
kc/b + kφ  1000 3000 kPa/mn 

n 0.578 1.2  
c1 0.18 0.43  
c2 0.32 0.41  
c 0 42 kPa 
φ 15 43 deg 
K 0.01 0.04 m 

3.2.1.4 Optimization framework description 
An optimization framework is used to find bounds on the value of the traversability metric, μtr, 
given a set of experimental observations and constraints on model parameter values. Specifically, 
to find a lower bound on the traversability metric, μtr is minimized subject to the constraints on 
the model parameters, experimentally observed torque T, sinkage z, slip i, and vertical load W.  

Due to the complexity of the stress functions in the Bekker model, derivation of an explicit 
solution for μtr bounds is not feasible, so numerical optimization is employed. Constrained 
optimization is implemented using sequential quadratic programming (SQP) using the Matlab 
fmincon function (Matlab (Version 7.1) with Optimization Toolbox (Version 3.0.3), 2005). In 

                                                 
7 The value for kc/b + kφ is given as a single parameter, since kc and kφ cannot be independently identified with a 
single wheel width. This range assumes a wheel width of 0.051 meters, the width of the TORTOISE rover’s wheels. 
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this optimization, μtr, calculated using (7) and (8), is minimized (or maximized) over the 
parameters defined in Table 2. The optimization problem to find the lower bound is posed as the 
following minimization: 
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where σ(θ) is the normal stress distribution calculated using (2), and τ(θ) is the shear stress 
distribution calculated using (5). The optimization problem to find the upper bound is a 
maximization with the same arguments and bounds. Here the experimentally observed torque 
Tmeasured and vertical load Wmeasured are enforced as equality constraints in the optimization. 
Sinkage angle θ1 can be calculated directly from zabs, the absolute sinkage:  

 





 −=

r
zabs1acos1θ . (11) 

The optimization routine was repeated ten times with randomly seeded initial parameter values. 
These parameters were passed through an initial optimization phase to find a set of parameters 
satisfying the equality constraints, prior to the μtr optimization. 

3.2.2 Experimental validation 

3.2.2.1 Wheel-terrain interaction testbed 
Initial validation of the traction estimation algorithm was performed on data collected during 
experiments with a wheel-terrain interaction testbed, using five distinct terrains. These 
experiments were conducted by Kang for research presented in (Kang, 2003). The analysis of the 
data presented here represents work completed by the authors. 
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The wheel-terrain interaction testbed, shown in Figures 11 and 12, is designed to measure forces 
on a rigid wheel driven over terrain. It consists of a driven wheel mounted on an undriven 
vertical axis. The wheel-axis assembly is mounted on a driven carriage, so that the wheel 
forward velocity and angular velocity can be controlled independently. These testbed 
experiments were conducted using a rigid black plastic wheel 4.8 cm wide and 20 cm in 
diameter. Sand is bonded to the outside of the wheel to reduce slip at the wheel-terrain interface. 

Drawbar pull is measured using a six-axis force-torque sensor mounted between the wheel 
assembly and the vertical axis. Wheel torque is measured using a rotating torque sensor mounted 
between the motor and the wheel. Wheel angular velocity is measured with a tachometer 
attached to the wheel motor, and the horizontal position of the carriage is measured with an 
encoder. Sinkage is measured using a linear potentiometer mounted on the carriage, not shown in 
the figure. The vertical load is adjusted by attaching steel plates to the top of the vertical axis. 

 

Figure 11: Wheel-terrain interaction testbed 

The wheel travels in a 90-cm-long, 30-cm-wide, 15-cm-deep bin containing the terrain material. 
Five distinct terrains were used in these experiments: dry bentonite clay, modeling clay, orange 
sand, dry topsoil, and wet topsoil. The dry bentonite clay was a tan colored fine-grained material 
with the appearance of fine-grained sand. The modeling clay was a medium gray, damp, highly 
cohesive material that was flexible enough to be formed by hand, but rigid enough that it would 
maintain its shape once formed. The orange sand was fine-grained, nearly cohesionless dry sand. 
The topsoil was loamy black soil, either dry or saturated, as noted. (Moisture content can 
strongly affect certain soil physical properties.) 
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Figure 12: Wheel-terrain interaction testbed wheel with sensors 

Each test run consisted of the wheel traveling from one end of the bin to the other at a specified 
forward velocity and angular velocity, over a single terrain and with a fixed vertical load. Twelve 
combinations of terrains and vertical loads were tested: bentonite at 21.4 N; clay at 53.2 N, 
68.4 N, and 83.5 N; orange sand at 53.2 N, dry topsoil at 53.2 N, 60.8 N, 68.4 N, 76.0 N, and 
83.5 N; and wet topsoil at 53.2 N and 68.4 N. Each of these combinations was run at least twice 
for each of two slip ratios, with the higher slip ratio ranging from 0.2 to 0.5. The lower slip ratio 
ranged from 0.04 to 0.23.  

After the experiments were completed, steady-state wheel torque and sinkage values were 
extracted for each run, and the median value of torque and sinkage was used in the analysis for 
each combination of terrain, vertical load, and wheel slip.  

3.2.2.2 TORTOISE experiments on Wingaersheek Beach 
Additional experiments were conducted using the TORTOISE rover in an outdoor beach 
environment. For validation of the traction estimation approach, torque was measured using a 
torque sensor mounted to the motor driving the right front wheel, and wheel sinkage was 
measured using a camera mounted on the belly of the robot, with a view of the right front wheel, 
similar to the approach presented in (Brooks et al., 2006).  

To induce wheel slip, the rover executed a pre-programmed behavior. In this behavior, the rover 
drove normally for 11 seconds, then (at t=0 seconds) spun the right-front wheel faster than the 
other three wheels. Since the rover body speed remained at (approximately) the speed of the 
other three wheels, the right-front wheel experienced a slip ratio of 33%. At t=3 seconds, the 
speed of the other three wheels was reduced, reducing the rover body speed and increasing the 
slip ratio to 50%. At t=6 seconds, the speed of the other three wheels was further reduced, 
increasing the slip ratio to 67%. At t=9 seconds, the rover resumed normal driving. The process 
was repeated over the full length of a traverse.  

For this work, analysis was performed using wheel torque recorded during the second half of the 
50% slip stage (i.e. from t=4.5 seconds to t=6 seconds). The 50% slip stage was selected because 
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50% slip is close to the range of slip ratios studied on the wheel-terrain interaction testbed. The 
second half of the stage was used to allow the wheel sinkage and torque to reach their steady 
state values. 

Data from a single rover traverse of 11 meters over all three terrain classes was collected. 
Absolute wheel sinkage was measured using the images from the belly-mounted camera by 
hand-labeling the wheel rim and wheel-terrain interface. Images from the belly-mounted camera 
were also used to identify the terrain being traversed at any instant for ground truth purposes. 
Wheel sinkage and torque were passed to the optimization algorithm to determine bounds on the 
coefficient of traction, μtr. No explicit measurement of the drawbar pull was made, so assessment 
of the accuracy of the bounds relies on consistency between the predicted bounds and the known 
terrain classes. 

3.2.3 Results 

3.2.3.1 Wheel-terrain interaction testbed 
For each of the terrains, the experimentally observed drawbar pull was compared to the 
optimization-based predictions of upper and lower bounds. Figure 13 shows the results. In this 
figure, the horizontal axis indicates the terrain type and vertical load, and the vertical axis 
indicates the coefficient of traction, μtr. The triangles and squares indicate the predicted upper 
and lower bounds predicted for the coefficient of traction, and the circles indicate the 
experimentally observed coefficients of traction.  

 
Figure 13: Testbed results for traction estimation 

This approach shows relatively tight upper and lower bounds, with an average margin of 0.23 
between the observed μtr and the upper bound, and an average margin of 0.21 between the 
observed μtr and the lower bound.  
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There are three cases in which the experimentally observed coefficient of traction lay outside the 
calculated bounds. For clay at 53.2 N the upper bound on μtr was too low, and for orange sand 
the lower bound was too high. This suggests that the model may not accurately represent the 
stress distributions in terrains producing very low (<0) or very high (>1) values of μtr. This 
suggests that the Bekker parameter ranges defined in Table 2 may need to be slightly widened to 
accurately model the terrains used in this experiment. Additionally, the lower bound for 
bentonite at 21.4 N was 0.87 higher than the experimentally observed μtr. This difference is large 
enough to suggest data collection errors specific to this data set, but since no errors were obvious 
in the data, this case was included for completeness. Without including the Bentonite data set, 
the average margin between the measured μtr and both the upper and lower bounds is 0.15. 

3.2.3.2 TORTOISE rover on Wingaersheek Beach 
To study the performance of the traction estimation algorithm in an outdoor environment, the 
algorithm was applied to data from the TORTOISE rover on Wingaersheek Beach, as shown in 
Figure 14. In this figure, the horizontal axis indicates the approximate position of the right-front 
wheel of the rover during the 50% spin state. The vertical axis indicates the coefficient of 
traction. The shade of the background indicates the terrain being traversed, as determined by 
manual labeling. 

 

Figure 14: TORTOISE results for traction estimation algorithm 

While no ground truth for the coefficient of traction is available for these results, and the Bekker 
equations are not expected to accurately model anisotropic terrain such as beach grass, they 
appear to be consistent with known physical characteristics of the terrains being traversed. In this 
chart, the μtr bounds appear to be lowest when the right-front wheel is on beach grass. This is 
consistent with the low available drawbar pull expected for beach grass, a highly compressible 
terrain that is relatively slippery. The predicted μtr bounds are highest when the wheel is on rock. 
This result is consistent with the high available drawbar pull expected for rough, highly cohesive 
rock. For sand, both the μtr bounds and the expected value of coefficient of traction lie between 
those of rock and beach grass. 
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3.2.4 Implementation of classification thresholds  
To convert the quantitative traction bounds into discrete classes, as is needed by the self-
supervised classification framework, pre-defined thresholds are used. Here, five terrain classes 
were defined based on the lower bound of μtr, to guarantee that on terrain of a given class the 
vehicle will be able to attain at least a specified traction force. These classes, labeled A through 
E, are shown in Table 3, and correspond to the ease of traversal of a terrain patch. Class A 
corresponds to terrain that can be easily traversed; class E corresponds to terrain that is 
untraversable. Classes B through D correspond to terrains that lie between those two extremes.  

Table 3: Class labels and associated μtr ranges 

Class Label Range for μtr lower bound 
A 0.5 to ∞ 
B 0.25 to 0.5 
C 0.1 to 0.25 
D 0 to 0.1 
E -∞ to 0 

 

4 Exteroceptive terrain classification 
Exteroceptive terrain classification is the process of assigning class labels to terrain patches 
based on vision data collected from a rover’s cameras. Classification of terrain using visual 
features is an area that has received significant previous attention, from scientists studying land 
use (Olsen, Garner, & Van Dyke, 2002) to engineers designing navigation systems for 
autonomous robots (Rasmussen, 2002).  Here, the vision-based terrain classification approach of 
Halatci is adopted (Halatci, 2006; Halatci, C. A. Brooks, & Iagnemma, 2008). This approach 
represents the appearance of a terrain patch via color, visual texture, and geometric feature 
vectors. For each of these three sensing modes, a SVM classifier is used to estimate likelihoods 
of the terrain patch belonging to each of the known terrain classes. The three sensing modes are 
then combined using naïve Bayes fusion to estimate the combined class likelihoods. The terrain 
patch is classified as belonging to the terrain class with the highest likelihood. 

4.1 Approach 
The vision-based terrain classification method employed here operates by extracting visual 
features derived from color, visual texture, and range data. Separate SVM classifiers for each 
visual feature type are used to predict the likelihood that a particular terrain patch belongs to any 
given terrain class. The resulting class likelihoods are combined using naïve Bayes fusion to 
yield a combined class assignment. 

4.1.1 Visual features 

4.1.1.1 Color 
Color data is directly available from the cameras as red, green, and blue (RGB) intensities. 
However, illumination intensity affects all three values in a raw RGB representation, which can 
lead to poor classification results. To reduce the effect of the overall illumination level, a 
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modified hue, saturation, and value (HSV) representation of color is used as in (Sofman et al., 
2006). In this approach, hue (an angle) is represented as two values—sin(hue) and cos(hue)—to 
eliminate the artificial discontinuity at 2π. Thus, color is represented as a 4-element vector: 
[sin(hue), cos(hue), saturation, value]. 

4.1.1.2 Visual texture 
Visual texture is a measure of the local spatial variation in the intensity of an image. The 
approach proposed here uses a wavelet decomposition similar to the one demonstrated in 
(Espinal, Huntsberger, Jawerth, & Kubota, 1998). Here, a grayscale image is decomposed with 
the Haar wavelet (Strang, 1993). Three scales of wavelets are used (2, 4, and 8 pixels), each scale 
having horizontal, diagonal, and vertical wavelets, corresponding to estimating the derivative of 
the intensity in the horizontal, diagonal, and vertical directions at each length scale. Because this 
process is sensitive to local changes in intensity, the magnitudes of the wavelet coefficients are 
then averaged over windows of 11, 9, and 7 wavelets. Thus, visual texture is represented by a 9-
element vector, composed of the window-averaged horizontal, diagonal, and vertical wavelet 
coefficients at each scale. A detailed explanation of the texture feature extraction approach can 
be found in (C. A. Brooks, 2009). 

4.1.1.3 Geometry 
Terrain geometry is available through stereo image processing. The raw output of a stereo 
processing algorithm is a cloud of range data points. Here the points are divided into a grid of 
20-cm by 20-cm terrain patches projected onto a horizontal plane. Geometric features are 
statistics calculated from the elevation of points associated with each terrain patch.  

The first element of the geometric feature vector is the average slope of the terrain, defined as the 
angle φ between the least-squares-fit plane and the horizontal plane, in radians. The second 
element is the mean-squared deviation of the points from the least-squares plane along its 
normal, 2σ⊥ . This is the same as the minimum singular value of the points’ covariance matrix. 
The third element is the variance in the height of the range data points, 2σ z . The fourth element is 
the height difference between the highest and lowest points within the patch, rz. Thus, the 
geometry of each patch is represented as a 4-element vector: [φ, 2σ⊥ , 2σ z , rz].  

4.1.2 Classifier description 
The vision-based terrain classifier uses a support vector machine classifier, implemented using 
the open-source library LIBSVM (Chang & C.-J. Lin, 2005, 2008), as was used for the vibration-
based terrain classifier. For vision-based classification, linear or low-order polynomial kernels 
are appropriate, to enable fast classification (see (C. A. Brooks, 2009) for details). Here, a linear 
kernel is used, with the cost factor C optimized by cross-validation over a subset of images used 
for training. (For this work the optimized value was C=10. The option to return class likelihoods 
was enabled.)  

It has been previously demonstrated that a straightforward approach of concatenating the color, 
visual texture, and geometric features into a single feature vector can yield poor classification 
results (Halatci et al., 2008), so a naïve Bayes fusion approach is used here. This approach 
assumes that color, visual texture, and geometric features are conditionally independent given the 
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terrain class. Note that since there may be many pixels observed in each terrain patch, the overall 
estimate of the class likelihood, based on the pixels’ color or texture data, is taken as the 
geometric mean of the class likelihoods of the individual pixels.  

In this supervised classification framework, hand-labeled feature vectors associated with each of 
the classes are used for SVM training. In the naïve Bayes fusion approach, separate SVM models 
are trained to classify color, visual texture, and geometry features. For this work 400 color 
feature vectors associated with each of the terrain classes is used to train the color SVM model. 
Visual texture and geometry SVM models are trained in the same manner. 

4.2 Experimental validation 
As with the local terrain classifiers, the vision-based terrain classifier was experimentally 
validated using data collected during experiments with the TORTOISE rover at Wingaersheek 
Beach. In these experiments, the same three terrain classes—sand, beach grass, and rock—were 
identified. To the rover’s stereo camera, described in Section 3.1.2.1, sand appears as a uniform 
gray flat surface, rock appears tan and orange with some steep slopes and fine uniform texture, 
and beach grass appears highly textured with mixed browns and dark shadows.  

Six experimental data sets were collected over the course of three days. Each data set consisted 
of a time series of stereo images and other sensor data recorded during a straight-line traverse of 
at least 10 meters over a combination of two or three terrains. No two paths were identical. 
During the experiments lighting conditions ranged from diffuse lighting from an overcast sky to 
harsh point lighting from low, direct sunlight. In all, 1646 image pairs were collected along with 
corresponding internal sensor data. 

The stored data collected during the experiments was post-processed offline. Every 20th image 
pair was hand-labeled to identify the ground-truth terrain class corresponding to each pixel. For 
each of these labeled image pairs, range data was also calculated using SVS (Konolige, 2007), 
discarding potentially unreliable data beyond 8 meters. By combining the labels with the range 
data, ground-truth terrain classes were identified for each 20-cm by 20-cm terrain patch. For each 
of the six data sets, between 10 and 27 image pairs were hand labeled. The first two or three 
image pairs from each data set were used for training the classifiers, with the remaining images 
used for testing. Note that separate classifiers were trained and tested for each data set.  

4.3 Results 
The accuracy of the vision-based terrain classifier was assessed for each of the data sets. Figure 
15 shows the receiver operating characteristic (ROC) curves for a representative data set, created 
by varying the confidence required for classification. Note that the scale of the x-axis is 
magnified to allow the curves to be easily seen. 
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Figure 15: Representative ROC curves for vision-based terrain classifier  

It can be seen that the manually trained classifier performed very well at identifying both sand 
and beach grass. More than 95% of the sand was correctly identified before any of the other 
terrains was falsely identified as sand. For beach grass, nearly 50% was correctly identified with 
less than 0.1% of the other terrains falsely identified. Results for rock were also very good, with 
96% of the rock correctly identified and less than 3% of the other terrains falsely identified as 
rock. 

Numerical results also indicate robust performance of the vision-based classifier across all six 
data sets, as shown in Table 4. The top two rows show statistics of the true positive percentage of 
the classifiers when no data is left unlabeled, corresponding to the vertical coordinate of the ROC 
curve endpoints. The third and fourth rows show statistics of the false positive percentage, 
corresponding to the horizontal coordinate of the ROC curve endpoints. The bottom two rows 
show statistics related to the ratio between the true positive percentage and the false positive 
percentage. The metric, %TP/(%TP + %FP), is closely related to the fraction of labeled patches 
which are labeled correctly. The values in brackets indicate a 95% confidence interval for the 
statistic.  

It can be seen that on average more than 95% of each terrain class was correctly identified, with 
only 5% being falsely identified when all of the terrain patches were assigned a class. It should 
be noted, however, that the true positive rate and false positive rate tend to increase and decrease 
together, as more or less of the terrain is assigned a given class label. The metric presented in the 
bottom two rows is intended to measure accuracy while being insensitive to that variation. Here 
it can be seen that on average, 95% of terrain classified as a given terrain class actually belongs 
to that class, even when no terrain is left unclassified. This result shows that accurate vision-
based classification can be accomplished using an SVM classifier with the proposed features in a 
natural outdoor environment. These vision-based classification results will be used for 
comparison in Section 5 to assess the performance of the self-supervised classification 
framework. 
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Table 4: Performance of vision-based terrain classifier 

Mean % True Positive 95.1% 
[93.1% - 97.1%] 

St. Dev. of  
% True Positive 

1.9% 
[1.2% - 4.7%] 

Mean % False Positive 4.9% 
[2.9% - 6.9%] 

St. Dev. of  
% False Positive 

1.9% 
[1.2% - 4.7%] 

Mean %TP/(%TP + %FP) 0.95 
[0.93 - 0.97] 

St. Dev. of  
 %TP/(%TP + %FP) 

0.02 
[0.01 - 0.05] 

5 Self-supervised classification results 
Traditional methods for sensing non-geometric hazards, such as wheel slip detection, rely on 
proprioceptive sensing of wheel-terrain interaction, and thus are limited to characterizing terrain 
patches in physical contact with the rover. To allow for predictive non-geometric hazard  
avoidance, remote detection of non-geometric hazards is needed. Self-supervised classification 
provides a method for generalizing information gained from proprioceptive sensors to yield 
information about distant terrain. 

Here we present experimental results from two instantiations of the self-supervised classification 
framework introduced in Section 2. The first instantiation, presented in Section 5.1, uses a 
vibration-based terrain classifier to identify manually-labeled terrain classes. This instantiation is 
used to experimentally validate the self-supervised classification framework. However, because 
human supervision is required to train the vibration-based terrain classifier, this instantiation is 
not appropriate for implementation in environments where terrain properties are not known a 
priori. 

The second instantiation, presented in Section 5.2, is designed for scenarios in which no a priori 
terrain knowledge is available. In this instantiation, terrain classes are defined to correspond to 
ranges of a traversability metric, and thus exteroceptive terrain class predictions are used to 
predict the traversability of distant terrain. 

5.1 Self-supervised learning from vibration 
In the self-supervised framework presented in this section, local terrain patches are classified 
based on the vibration signature in the rover structure caused by wheel terrain interaction, and 
distant terrain patches are classified based on stereo imagery. Visual data used for training is 
gathered from stored imagery from the stereo imagery.  

5.1.1 Approach 
A block diagram showing the inputs and outputs of the vision-based classifier is presented in 
Figure 16. In the training stage, shown in Figure 16(a), the vision-based classifier takes as inputs 
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(1) terrain class labels identified by the vibration-based terrain classifier, and (2) visual features 
associated with the labeled terrain patches. In the classification stage, shown in Figure 16(b) the 
vision-based classifier takes visual features as inputs, and outputs the terrain class associated 
with the observed terrain patches. 

 

Figure 16: Information flow in self-supervised classification framework during (a) training and 
(b) classification 

Here, the vibration-based terrain classifier, described in Section 3.1, takes the role of the 
“supervisory” classifier, since it supervises the labeling of training data. The “supervised” 
classifier is the vision-based terrain classifier described in Section 4. Training data for the vision-
based classifier is extracted from forward-looking stereo images stored in memory and recalled 
when the rover classifies a previously observed terrain patch using proprioceptive sensors, as 
illustrated in Figure 17. Thus, color, visual texture, and geometry features (Fcolor, Ftexture, and 
Fgeometry) associated with a given terrain patch, located at position (x,y) are stored in memory after 
being observed by the forward-looking stereo cameras at time t0. When, at a later time t1, the 
rover reaches position (x,y), it uses proprioceptive sensors to identify the terrain class C 
associated with terrain patch P. The proprioceptively identified terrain class C, and the remotely 
sensed visual features Fcolor, Ftexture, and Fgeometry are then used to train the vision-based terrain 
classifier.  

This approach relies on stereo processing to correlate image pixels with their corresponding 
terrain patch and on accurate position estimation to identify the location of the terrain patch the 
rover’s proprioceptive sensors are measuring. Here, odometry-based position estimation is used 
to identify where a proprioceptively sensed terrain patch appears in the stored images. This 
approach also assumes that most terrain patches contain only one terrain class, so that the class 
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sensed by the wheel passing over a 6-cm-wide band is representative of a full 20 cm × 20 cm 
patch.  

 

Figure 17: Illustration of visual information being associated with proprioceptively sensed labels 

Training data for each terrain class is accumulated as the rover travels, and stored in memory. To 
limit the training time for the vision-based classifier, each terrain class is limited to a maximum 
of 400 sets of features. Older data is discarded if new data is collected that would exceed that 
maximum. Vision-based terrain classification is implemented on a patch level; each terrain patch 
is classified via naïve Bayes fusion of the color, visual texture, and geometric features sensed for 
pixels corresponding to that patch. 

5.1.2 Experiment details 
The accuracy of vision-based classification of terrain using the self-supervised training approach 
was compared to a traditional supervised vision-based classifier (presented in Section 4) using 
the same experimental data sets described in Section 4.2. 

For the manually supervised classifier, the first two stereo image pairs with ground truth labels 
were used to train a vision-based classifier for each data set. Four hundred features for each 
sensing mode from each class were used for training the classifier. The remaining hand-labeled 
images from that data set were used for testing. Across all six data sets, 93 image pairs were used 
for assessing the accuracy of the vision-based classifiers. 

For self-supervised classification, a separate vibration-based classifier was trained for each data 
set, using hand-labeled vibration data from the other data sets. This vibration-based classifier 
was then used to provide labels for the entire rover traverse. At the end of the traverse, the self-
supervised vision-based classifier was trained using up to 400 features from each sensing mode, 
for each terrain class. The accuracy of the self-supervised classifier was tested using the same 
stereo test images as were used for testing the baseline manually supervised classifier. 

5.1.3 Results 
Figure 18 presents the ROC curves for the self-supervised terrain classifier. This plot shows the 
classification accuracy for one data set, based on classification of the same 26 images as Figure 
15. Overall, self-supervised terrain classification for this data set is very good. More than 80% of 
both sand and beach grass are correctly classified before 1% of the other terrains are 
misclassified as either. While the classification of rock has a low false positive rate—less than 
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1.5%—the classifier is less successful at detecting rock than the other terrains. Approximately 
25% of the rock was correctly classified for this data set. This low rate of correct classification of 
rock is similar to the behavior observed for the vibration classifier alone and may reflect the fact 
that there were fewer examples of rock along the vehicle’s path (and thus in the training data) 
than sand or beach grass. 

 

Figure 18: ROC curves for self-supervised classifier 

Self-supervised classifiers and manually trained classifiers were implemented for each of the six 
data sets, and the results are shown in Table 5. Here, ROC curves were generated showing the 
combined true positive and false positive rates across all three terrain classes. The performance 
of each classifier on a data set was summarized by a single point on the ROC curves—the point 
at which the difference between the true positive percentage and the false positive percentage is 
at a maximum. The first two rows of the table show statistics of the true positive percentage of 
the classifiers, corresponding to the vertical coordinate of the optimal point along the ROC 
curves. The third and fourth rows show statistics of the false positive percentage, corresponding 
to the horizontal coordinate of the optimal point. The last two rows show statistics related to the 
ratio between the true positive percentage and the false positive percentage. This metric, 
%TP/(%TP + %FP), is the fraction of labeled patches which are labeled correctly. Note that the 
numbers in brackets indicate a 95% confidence interval for each metric.  

In this table, it can be seen that the self-supervised classifier using remote training performs 
almost as well as the manually supervised classifier for each of the metrics. In fact, the difference 
in performance between the two classifiers is not statistically significant. The low values for the 
standard deviations suggest that this remote training approach to the self-supervised 
classification is robust. 

The self-supervised approach is intended for situations when a manually trained classifier is not a 
viable option, due to the necessity of human labeling of terrain. In a planetary exploration 
setting, manual training would impose a significant delay between the time that training images 
were collected and the time that the trained classifier could be implemented. Thus, the accuracy 
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of a self-supervised classifier is more fairly compared to a manually trained classifier trained on 
a previously collected data set. In this scenario, the training images for the manually supervised 
classifier are hand-labeled images drawn from one data set, and the performance of the classifier 
is tested using images from the following data set, captured minutes or days later. This results in 
variation in illumination for some data sets. For example, one of the data sets was captured with 
overcast skies, and the next was captured with low-angle, direct sunlight. 

Table 5: Comparison of self-supervised classification to manually supervised classification 

 

Self-Supervised 
Classifier using 

Remote Training 

Manually 
Supervised 
Classifier 

Manually 
Supervised 
Classifier 

(Prior Data Set) 

Mean % True Positive 94.7% 
[91.0% - 98.3%] 

94.2% 
[91.1% - 97.3%] 

69.1% 
[29.7% - 100%] 

St. Dev. of  
% True Positive 

3.5% 
[2.2% - 8.5%] 

2.9% 
[1.8% - 7.2%] 

37.6% 
[23.4% - 92.1%] 

Mean % False Positive 5.3% 
[1.5% - 9.1%] 

3.8% 
[2.0% - 5.5%] 

11.3% 
[0% - 24.6%] 

St. Dev. of  
% False Positive 

3.6% 
[2.2% - 8.8%] 

1.7% 
[1.0% - 4.1%] 

12.6% 
[7.9% - 31.0%] 

Mean 
%TP/(%TP + %FP) 

0.95 
[0.92 - 0.99] 

0.96 
[0.94 - 0.98] 

0.85 
[0.66 - 1.0] 

St. Dev. of  
 %TP/(%TP + %FP) 

0.03 
[0.02 - 0.08] 

0.02 
[0.01 - 0.04] 

0.16 
[0.09 - 0.45] 

 
The accuracy of such a classifier is presented in the third column of Table 5. Here the difference 
in performance between the self-supervised classification approach and the manually supervised 
classification approach is significant. The self-supervised classification approach yields better 
true positive classification, a lower false positive rate, and higher overall classification accuracy, 
as compared to the manually supervised classifier when training delay is added.  

5.1.4 Computation time 
To enable real time operation, an effort was made to limit the computational complexity of 
training and testing of these classifiers, so the most computationally intensive tasks were stereo 
data extraction and texture feature computation. Extraction of geometric features from a 3-D 
point cloud took an average of 5 seconds per image using a Matlab script on a Pentium 4 
1.8 GHz desktop computer. Texture feature extraction took 17.3 sec, using an unoptimized 
Matlab script. A C-code implementation would be expected to run much faster. 

Given pre-computed color, texture, and geometry features, training the vision-based classifier 
took 1.5 seconds on average using the LIBSVM library. Classification took an average of 4.1 
seconds per image. 
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5.2 Self-supervised learning from mechanical characterization 
For scenarios in which no a priori information about the terrain is available, a completely 
unsupervised terrain learning system can be assembled using the self-supervised classification 
framework and component algorithms developed and validated earlier in this report. As with the 
self-supervised learning system validated in Section 5.1, this terrain learning system learns to 
identify instances of a terrain class in the distance based on the appearance of proprioceptively 
sensed terrain patches. However, the terrain learning system presented in this section uses terrain 
classes defined based on an explicitly calculated traversability metric, eliminating the need for 
human supervision during the training of the proprioceptive terrain classifier. This unsupervised 
terrain learning system was applied to experimental data from the TORTOISE rover in natural 
outdoor terrain.  

5.2.1 Approach 
In this instantiation of the self-supervised learning framework, the traction-based terrain 
classifier described in Section 3.2 takes the role of the supervisory classifier. Here, for every 
local patch with associated wheel slip data, μtr bounds are calculated and a terrain class label is 
assigned based on the lower bound.  

Vision-based terrain classification was implemented using a two-stage approach. In the first 
stage, a two-class SVM classifier estimates the likelihood of a terrain patch containing “novel” 
terrain (i.e. terrain not represented by training data) (C. A. Brooks, 2009; C. A. Brooks & 
Iagnemma, 2009). In the second stage, a separate multi-class SVM classifier identifies which of 
the known classes is most likely to be associated with the terrain. Both stages use the same color, 
texture, and geometry features to represent the terrain.  

Since the two stages both output probabilities, it is straightforward to identify the probability of a 
distant terrain patch being associated with each of the five known classes (A, B, C, D, and E), or 
the unknown class, Unknown: 

 )()|()( KnownPKnownAPAP =  (12) 

 )()( NovelPUnknownP = , (13) 

where P(Known) and P(Novel) are outputs of the novel terrain detector, and P(A|Known) is one 
of the outputs of the known terrain classifier. Thus, the remote terrain classifier calculates the 
probability of each terrain cell belonging to each terrain class: [P(A), P(B), P(C), P(D), P(E), 
P(Unknown)]. 

Given the likelihood of each class, a traversability map can be produced, where the a single 
number represents the terrain traversability in each patch—a conservative estimate for the 
coefficient of traction, μtr. Here that conservative estimate of μtr is defined as the highest value 
for which there is at least an 80% probability that the true value would be higher.8 This can be 
calculated from the ranges of lower μtr bounds associated with the classes (Table 3) and the class 
probabilities from the remote terrain classifier. For example, given the probabilities P(A) = 50%, 
                                                 
8 The value of 80% was chosen because it provides a reasonable balance between being too cautious (since the 
ranges are already estimates of the lower bound of DP/W) and being too optimistic (which could endanger the safety 
of a rover). 
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P(B) = 25%, P(C) = 6%, P(D) = 10%, P(E) = 4%, P(Unknown) = 5%, a conservative estimate of 
μtr for the associated terrain cell would be 0.1 (i.e. the lower end of the range for class C), 
because P(A) + P(B) + P(C) ≥ 80%.  

5.2.2 Experiment details 
This instantiation of the self-supervised learning framework was applied to data from a single 
10-meter traverse of TORTOISE on Wingaersheek Beach. This traverse contained regions of 
sand, beach grass, and rock. During the traverse, the rover performed the slip-inducing behavior 
described in Section 3.2.2.2, and all data was stored so that it could be passed to an offline 
implementation of the terrain classifier. It should be noted that, for the results presented here, 
wheel sinkage measurement was implemented in post-processing using a human to manually 
identify the wheel-terrain interface in images from the belly-mounted camera. This process could 
be automated using the visual wheel sinkage measurement approach presented in (C. A. Brooks 
et al., 2006). 

5.2.3 Results 
The output of the terrain learning system is a prediction of a lower bound of traction coefficient 
for each terrain patch as predicted using each stereo image. This is most easily viewed as a 
video, but still frames are shown in Figures 19-21. 
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(a) 

 

(b) 

Figure 19: Terrain learning system results, at t = 5.0 sec, distance traveled = 0.13 m, (a) 3-D 
view, (b) plan view showing terrain classes 

Figure 19 shows the rover’s internal map of the terrain, just after it has started its traverse. Figure 
19(a) shows a 3-D view illustrating the topography of the terrain as sensed by the rover (which is 
shown in the lower left corner of the image). At this instant, the range data calculated from the 
first two images from the stereo pair is sparse, as evidenced by the large gaps in the terrain map. 
Figure 19(b) shows a plan view of the terrain, with terrain patches labeled based on the predicted 
lower bound of the traction coefficient. Since the rover hasn’t completed mechanical 
characterization of any of the terrain patches for which it has stereo data, there is no “known” 
terrain in the distance. All observed terrain is considered to be novel, and the terrain patches are 
labeled “U” (Unknown), signifying that it doesn’t have sufficient experience to assess the 
traversability. 
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(a) 

 

(b) 

Figure 20: Terrain learning system results, at t = 129.0 sec, distance traveled = 3.4 m, (a) 3-D 
view, (b) plan view showing terrain classes 

Figure 20 shows the rover’s internal terrain map after 129 seconds, when the rover has traveled 
3.4 meters. Figure 20(a) shows that the rover’s knowledge of the terrain topography has 
increased, as illustrated by the reduced number of gaps in its internal representation of the 
terrain. Figure 20(b) shows that the rover has identified the minimum traction coefficient for 
three terrain patches with associated stereo data. These are illustrated in the figure by the three 
labeled terrain patches at 1.9m, 2.5m, and 3.7m. (Here, terrain patches that have been 
characterized through physical interaction are labeled with italicized letters.) Since these three 
patches all fall into class B (representing a lower bound of μtr between 0.25 and 0.5 from Table 
4), all of the recognized (i.e. not novel) terrain in the distance is predicted to fall into that range. 
Terrain that is sufficiently different from the terrain the rover has driven over is still labeled “U,” 
with unknown traversability properties. 
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(a) 

 

(b) 

Figure 21: Terrain learning system results, at t = 226.5 sec, distance traveled = 6.02 m, (a) 3-D 
view, (b) plan view showing classes 

Finally, Figure 21 shows the rover’s internal terrain map after 226.5 seconds. At this point the 
rover has traction data from terrain with a range of traction coefficients, and it has associated 
visual data with several locally identified classes. Thus, when the terrain is observed in the 
distance, a variety of traction coefficients are predicted. Some sections show high traction forces 
(labeled “B”), while others show lower traction forces (labeled “C” or “D”). Some terrain is still 
observed to be novel, suggesting that the terrain in the distance may have a significantly different 
appearance than the terrains previously traversed. 

6 Conclusions—Self-Supervised Terrain Classification 
This report has presented a self-supervised terrain classification framework to enable planetary 
rovers to predict mechanical properties of distant terrain. As components for this framework, 
both proprioceptive and exteroceptive terrain classifiers were developed and experimentally 
validated.  
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Two distinct proprioceptive terrain classification approaches were presented. A vibration-based 
classification approach was presented that is suitable for use in scenarios when labeled vibration 
training data is available. A novel traction-based classification approach was presented that is 
suitable for an unsupervised scenario, i.e. when the terrain classes are not known a priori. 
Additionally, an exteroceptive terrain sensing approach was developed that is suitable for 
unstructured environments.  

The self-supervised classification framework was experimentally validated via implementation 
of a four wheeled rover operating in a beachfront environment. It was shown that the proposed 
approach exhibits performance that meets or exceeds performance of a system based on 
supervised classification. 

Future work in this area would be useful to demonstrate the proposed algorithm in an 
environment where the traversability properties of the entire terrain map were independently 
measured. For implementation on a high-value system, such as a Mars rover, additional research 
would be necessary to identify how much training is necessary to yield a robust classifier. 
Additionally, the approach might be improved by use more robust rover localization methods 
than simple odometry, or by replacing the SVM classifier with another classifier designed for 
incremental training. The self-supervised learning framework may also be applied to other 
domains, such as high-speed UGVs or human-driven automobiles. 
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7 Introduction—Self-Supervised Road Detection 
Other work under this grant has focused on novel applications of the self-supervised terrain 
learning approach being developed under this research grant.  One application of particular 
interest is urban/semi-urban driving on road networks.  For many UGV applications (including 
convoy applications), it would be desirable to automatically identify the drivable road surface 
location, and analyze and adapt to changing road conditions.  We have developed a method for 
accomplishing this, which was inspired by the work previously done under this grant for off-road 
navigation. 
 

8 Road Detection Based On Online Learning And Evaluation 
Road detection is an important requirement for the successful development and employment of 
UGVs. In the past decades, research on vision-based road detection has been an active topic and 
various methods have been proposed to solve this problem [1]-[5]. In principle, vision-based 
road detection algorithms can be categorized into three main classes: feature-based techniques 
[1][2], model-based techniques [3] and region-based techniques [4]-[6]. Generally speaking, 
feature based technique are more accurate than any others, but they require the detected road to 
have well-painted markings. Model-based techniques can be more robust than feature-based 
techniques. However, most model-based approaches employ some strict geometrical 
assumptions. Most effective approaches to region-based techniques also can be seen as a 
machine learning problem. Those approaches allow computers to change behavior based on 
comparison of the candidate road to a training set, and are capable of being robust to noise.  
 
For UGV operation in real-world scenarios, the environment is continually changing. Thus, a 
major difficulty with machine learning-based approaches is how to train the algorithm online, to 
be capable of adapting to the new environment. Wang [4] trained an SVM classifier in 
initialization and used a voting method to determine the correct class online. This required 
human supervised learning in every frame. Foedisch [6] selected training data in each frame by 
dynamic windows which adaptively adjusted their positions based on the result of the last frame. 
This algorithm is not adaptive in some situations as shown in Fig.1. In Fig.1, the sky is labeled as 
road because the pixels in the sky region haven't been explicitly included during training of the 
classifier. The drawback of dynamic window-based algorithm is that the windows simply adjust 
their positions according to the region, but not the properties of the training data. If the windows 
fail to cover some training set which determines the hyperplane in the real feature space, the 
result would be corrupted.  
 
Fig.2 shows two examples of training sets and test sets in a feature space.  There, pink points and 
dark blue points in (2) and (4) are positive and negative training sets, respectively. Red points 
and light blue points in (1), (3) and (5) are positive and negative test sets, respectively. Black 
points are misclassified data. 
 
In this report, we describe a novel road detection algorithm that is capable of not only 
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performing online evaluation, but also automatically selecting the training set which has more 
contribution in determining the correct classification hyperplane.  
 

 
(a)     (b) 

Fig.1 Road detection based on Dynamic Windows Method: (a): Selecting the pixels in the 
windows as the training data to train the classifier. (b): Classification result by the trained 

classifier 
 
 

 
Fig.2 Example Feature Space and Hyperplane 
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8.1 Algorithm Outline 
The proposed algorithm is composed of five components. In the first, feature extraction 
component, a feature vector is extracted from each pixel of the input image. Second, a dynamic 
training database (DTD) is filled with training sets labeled by a human supervisor during 
initialization, and is updated by the new training set online. Third, classifier parameters are 
computed to estimate the parameters in an SVM classifier. Fourth, the SVM classifier classifies 
online image into road/non-road classes. The last component contains two stages: Morphological 
Operation and Online Learning Operation. The former implements connected region growing 
and hole filling on the classification result to determine the road region. The latter compares 
morphological result and classification result to evaluate the quality of current classifier, then 
select new training set from that comparison and update the DTD.  
 

 
Fig.3 Algorithm flowchart 

 
We will introduce feature extraction, initial DTD, classifier parameters computing, SVM 
classifier and morphological operation in Section 2.2. Those can be seen as the basic parts of our 
algorithm. Then, in Section 3.0, we will discuss Online Learning Operation and Online DTD, 
which are the advanced parts of our algorithm. The advanced parts make our algorithm more 
robust and adaptive to environment changing. In Section 4.0, we will focus on the experimental 
results.  
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8.2 Basic Parts of Road Detection Algorithm 
The basic parts of road detection algorithm are as follows. First, the feature vector in each pixel 
of image is extracted. Then, two small windows are labeled by a human supervisor to sample the 
training set to initialize the DTD. Then, the training data is used for classifier training. Last, the 
trained classifier is implemented to classify the road/non-road classes and the morphological 
operation is taken to smooth the road region. 

8.2.1 Feature Extraction 
The visual features used in our algorithm are color features and texture features. Color data is 
directly available from the camera as RGB intensities. However, the illumination intensity 
affects all three values in a raw RGB representation which can lead to poor classification results. 
To reduce that effect, a HSV color representation is used. Texture is a measure of the local 
spatial variation in the intensity of an image. In this report, the first five Haralick statistical 
features [7] are exploited. Those three color features and five texture features are combined to 
form an eight-element feature vector as following: 

 

1 5 1 3, ( , ) ( , ) ( , ) ( , ),..., , ,...,i j t i j t i j c i j c i jF f f f f =    1,...,i H=  1,...,j W=     (1) 

 
where ( , )nt i jf  is the nth Haralick statistical feature at the point ( , )i j , ( , )nc i jf  is the nth color feature at 

the point ( , )i j  in HSV color space, the H and W are the height and width of image. 

8.2.2 Initial Dynamic training database 
There are two stages to build the dynamic training database: an initial stage and an online 
learning stage. The latter will be discussed in next Section. In the initial stage, the training data is 
labeled by a human supervisor. Two windows are placed on the image by the supervisor to select 
the training data as shown in Fig. 3.  
 
The feature vectors of pixels in these windows are outputted into the DTD. To reduce the 
computation, the size of DTD we used in our algorithm is limited as 1000. If any window 
contains more than the maximum size, a random function is used to select samples. 

8.2.3 Classifier Parameter Computing 
Obviously, the relation between road/non-road classes and their feature space is nonlinear.  In 
that case, we cannot find a linear hyperplane to separate two classes in the feature space. A 
suggestion to use a Gaussian radial basis function (RBF) is recommended by [8]. Here a RBF 
kernel is used as the SVM kernel function. There are two classifier parameters associated with 
this kernel: C andγ . It is not known beforehand which C andγ  are the best for the road detection 
in a new environment. The goal of Classifier Parameters Computing is to identify good (C , γ ) 
so that the classifier can accurately predict unknown data (i.e., testing data). Therefore, in 
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Classifier Parameter Computing, we use cross-validation over the training data from DTD and 
grid-search on those two classifier parameters (see [8] for the details).  

 

 

 
Fig.3 Dynamic Training database initialization Red windows are  for positive training set 

selection. Blue windows are for negative training set selection. 
 
The outdoor environment is changing continuously while the vehicle is moving. However, 
because the process of classifier parameter computing is time and computation consuming, it is 
not suitable to compute the parameters in every frame. Therefore, given the assumption that the 
environment does not change drastically in a few consecutive frames, we take the classifier 
parameter computing as a parallel process with all other components. From the experiments, the 
values of parameters are updated in every 8-12 frames.   

8.2.4 SVM Classifier 
There are two stages in the SVM Classifier: road detection classifier training and road detection 
classifier classification.  

8.2.5 Road detection classifier training:  
Fig. 4 gives an outline of the road detection classifier training stage. As mentioned above, we use 
the SVM with the RBF kernel as the road detection classifier. Given the classifier parameters by 
classifier parameter computing and the training data by DTD, the SVM classifier determines the 
separating hyperplane with largest margin in the high-dimensional feature space (See [9] for the 



 45 

details of SVM). 
 

 
Fig.4 Road Detection Classifier Training Outline 

8.2.6 Road detection classifier classification 
Fig.5 shows an outline of the classification stage.  We extract the feature vector from each pixel 
of the input image. Then, each vector is classified by the trained classifier. 

 

 
Fig.5 Road detection classifier classification Outline 

 
Each pixel is classified as belonging to either the road class or non-road class. Fig 6-a shows the 
sampling windows placed by human supervisor. Then the pixels in the sampling windows are 
used as training data to train the road detection classifier. Fig. 6-b gives the classification results. 
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Fig.6 Flow of basic road detection algorithm. (a) The original image and sampling 

windows. (b) The classification results (Red is road class. Yellow is non-road class). (c) The 
results of morphological operation. (The regions labeled as green are road regions). 

8.2.7 Morphological operation 
Morphological operations [10] are commonly used to understand the structure or form of an 
image. Morphological operations play a key role in applications such as machine vision and 
automatic object detection. 
 

 
Fig.7 Simply connected road model (

1R  is simply connected road region. ( 1)nR n >  is non-road 
region.) 

 
Here, the main morphological operation is a flood-fill operation based on the assumption that the 
road region is simply connected (as shown in Fig 7). The morphological operation is 
implemented to determine the largest connected road region and erode the holes in that 
connected road region. Then that largest connected road region is labeled as the road region and 
others are labeled as non-road regions. The process of morphological operation is showed in 
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Fig.8. Fig.6-c shows the results after morphological operation. 
 

 
(a)                            (b)                           (c)                          (d) 

Fig.8 Morphological Operation (a): Classification result (white: represents road; black: 
represents non-road). (b): Largest connected road region (Red). (c): Erosion operation. (c): 
Morphological operation result (red is road region and yellow is non-road region) 

8.3 Advanced Parts Of Road Detection Algorithm 
The advanced parts of the road detection algorithm can be seen as the crucial parts in the 
framework of self-supervised online learning. From Fig.6-b, it can be seen that the basic road 
detection algorithm misclassified many points on the image. Although morphological operation 
can help get rid of most misclassified points (see Fig.6-c), in the long run the misclassified points 
would bring a potentially dangerous situation when the misclassified points connected with the 
road region. (The curbs were connected with road regions in the first two images of Fig.6-c. The 
tree was misclassified as road in the fourth image of Fig.6-c.).  
 
A key reason for misclassification is that the training data didn’t properly represent the test 
feature vector space. That is also the main drawback of window-based learning algorithm which 
the window just can find the local feature in the entire image. The task of self-supervised online 
learning is to automatically find interesting training samples which haven’t be learned and but 
are important in road/non-road classes determination. 
 
In this section, we will introduce two crucial components to solve the automatic learning process 
in our algorithm: Online Learning Operation and DTD in online learning stage.  

i. Online Learning Operation 

1. Evaluation function 
Before executing the online learning operation, an evaluation function is implemented to 
evaluate the performance of current classification and determine whether to activate the Online 
Learning Operation and train the road detection classifier in the next frame. This evaluation 
functions as shown in the following formulas are based on the assumption we mentioned in 
previous sections that the road region is simply connected.  

1 1
1 1 1 1

( , ) ( , )
H W H W

M
AFP

r c r c
E V r c R r c

= = = =

=∑∑ ∑∑          (2) 
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where AFP, AFN and AF refer to Assumption-based False Positive, Assumption-based False 
Negative and Assumption-based classification False, the N is the number of regions which are 
defined in Fig.7, the r and c are the row and column, the ( , )C

j
R r c is the value of classification result 

at ( , )r c , the ( , )M

j
R r c is the morphological operation result at ( , )r c , the j  is the number of region., 

( , )jV r c indicates whether ( , )C

j
R r c and ( , )M

j
R r c  belong to the same class. Given the values 

of AFPE , AFNE and AFE , we have three thresholds of
AFPET , 

AFNET and
AFET to tune. If the value of 

evaluation is larger than its threshold, the retraining process is implemented. 

2. Online Learning  

 
Fig.9 Interesting points.  Green points are in the non-road region and misclassified as road 

class. Red points are in the road region and misclassified as non-road class. 
 

The process of online learning in our algorithm is to acquire feature vectors at interesting, novel 
points. Given that assumption that the road region is simply connected, the points classified as 
road lying in the regions of non-road can be seen as interesting points and are labeled as negative 
samples (non-road samples). We label those points as new training data (shown in Fig.9).  In 
practice, one doesn’t know exactly where the real boundary of the road region is located. We can 
detect the edge of road region in the morphological operation result. In order to reduce the 
possibility of mislabeled training data near the road boundary, a threshold M is set as the width 
of margin near boundary which segments the road and non-road region in a morphological 
operation result as shown in Fig.10. In our experiment, we set M as 40 pixels width.  
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Fig.10 Road region boundary in Morphological Operation Result 

 

3. DTD in online learning stage 
In order to reduce the computation of training the SVM classifier, the DTD is limited to contain 
1000 training positive and 1000 negative samples labeled by the human supervisor in the initial 
stage. Usually, the number of new training data in each class is more than 1000. So we randomly 
choose T new training samples in each class and also abandon T old training samples in each 
class in DTD. T is a threshold to determine the learning speed. Too large a value of T will lead to 
over training on new misclassified data, while too small value of T will give our algorithm low 
adaptability and robustness to changing environment conditions. From the viewpoints of our 
many experimental results, it is best to set T as 1/10 of the size of DTD (T is 100 in this report).  

8.4 Results 
Road detection by the proposed algorithm worked well in a variety of test conditions. First, some 
results are shown to demonstrate how the adaptive online learning process acquires training data. 
Then, a comparison between our algorithm and a dynamic window approach is shown. At last, 
the results in sequences which were taken in different conditions are shown. The system’s 
performance in the following results is compared with manually annotated frames to measure the 
accuracy. 

i. Comparison between offline learning and online learning 
Results from four different conditions are shown in Fig.11. In each experiment, two small 
sampling windows are selected on the image to initialize the DTD. This can be seen as offline 
learning. Then, our algorithm restudies the poor classification result, and retrains the classifier 
and reclassifies the road image.  
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Fig.11 Comparison results between Offline learning and online learning 

 
The first row shows original images. The second row shows the classification results of offline 
learning. The third row shows the classification results of online learning. The fourth row shows 
the classification error rates.  
 
The first column shows the results of different learning processes in the shadowed road situation. 
From the offline learning results, some road marks and tree shadows are misclassified as non-
road. After the online learning process, the number of misclassified points is reduced.  
 
The second column shows the results in the unstructured road situation. Almost all the points in 
the sky are misclassified as road in the result of offline learning. With the process of online 
learning, the accuracy is significantly improved.  
 
From the third column we can see that the wall of the left building is misclassified as road due to 
a lack of samples in the offline sampling windows. After our self supervised online learning 
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process, the computer automatically learns the new samples and generates a more accurate result.  
 
It is more complicated for road detection in the forest. However, from the results in the fourth 
column we could see that the points are well classified and the classification error becomes 
smaller after our online learning process.  

ii. Comparison with dynamic windows approach in consecutive frames 
We compare our algorithm with a dynamic window approach [6] in consecutive video frames. 
Some frames of classification results and morphological operation results are shown in Fig.12-a, 
Fig.12-b.  The classification result in each frame is compared with hand labeled ground truth to 
acquire the classification error (See Fig.12-c). From this brief results, we can see that our 
algorithm exhibits slightly better accuracy than a dynamic window approach.  
 

 
a)  Result of Dynamic Window Approach 

 
b)  Result of Proposed Approach 



 52 

 
c)  Classification Error 

Fig.12 Comparison of Two Road Detection Approaches 

iii. Results of our algorithm in consecutive frames 
Fig.13 shows the results of our algorithm over in consecutive frames, in different situations. 
From  the 7th and 61st frames in Fig.13-c, and the 37th and 69th in Fig.13-d we can see the 
classification error rates become sharply larger due to the changing environment, however our 
algorithm reduces the error by online learning in subsequent frames.  

8.5 Conclusions—Self-Supervised Road Detection 
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We introduced an algorithm for adaptive, robust online learning for road identification. In the 
future, we will combine a LIDAR sensor with the online learning process to instruct the training 
data acquisition. In order to speed up the learning convergence process, we also will find a 
method to abandon the old training data which are less important in classifier hyperplane 
determination in DTD (instead of randomly discarding). 
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10 Introduction—Experimental Analysis of Wheel-Terrain Interaction 

Robotic vehicles are frequently deployed in unwelcoming, hazardous environments. From 
military robots to planetary rovers, vehicle mobility is a key aspect of mission success. Several 
models for traction modeling of tracked and wheeled vehicles have been developed in the past 
decades; however, a comprehensive understanding of soil behavior under running gear is still 
missing to date. The work of Bekker and Wong, which began in the 1950’s, has laid the 
foundation for modern terramechanics. The application of classical results from plasticity theory, 
combined with semi-empirical formulations, has provided satisfactory solutions to the problem 
of mobility modeling for large, heavy vehicles. However, the expanded use of lightweight 
vehicles (especially man-portable robotic vehicles) has called for a new effort in modeling 
vehicle-terrain interaction problems. In fact, some researchers have suggested that classical 
models are of questionable utility when applied to vehicles one order (or more) of magnitude 
smaller than tanks, Humvees, large trucks, and the like [1].  

This report will describe novel experimental methods aimed at understanding the fundamental 
phenomena governing the motion of lightweight vehicles on dry, granular soils. A single-wheel 
test rig is used to empirically investigate wheel motion under controlled wheel slip and loading 
conditions on a sandy, dry soil (Figure 1). Test conditions can be designed to replicate typical 
field scenarios for lightweight robots, while key operational parameters such as drawbar force, 
torque, and sinkage are measured. This test rig enables imposition of velocities, or application of 
loads, to interchangeable running gears within a confined soil bin of dimensions 1.5 m long, 0.7 
m wide, and 0.4 m deep. This allows testing of small-scale wheels, tracks, and cone or plate 
penetrators.   

The soil under investigation has been fully characterized with a series of direct shear tests 
(ASTM D3080) and penetration tests. Direct shear tests were performed to estimate soil shearing 
parameters such as cohesion, angle of internal friction, and shear modulus. Penetration tests, 
although not standard tests, were performed to evaluate ‘Bekker’ parameters, necessary for 
characterization of pressure-sinkage behavior of the soil under the methodology described by 
Wong [2]. 

The aforementioned experiments represent a typical experimental approach to macro-scale 
characterization of wheel-soil interaction. However, the application of classical terramechanics 
model to lightweight vehicles may potentially show discrepancy between experiments and 
predictions, warranting the development of new methods to probe the fundamental mechanics of 
a small robot’s interaction with soil.  

To this end, two additional experimental methodologies have been developed. The first relies 
on high-speed imaging of the wheel-soil interface and the use of particle image velocimetry 
(PIV) to measure micro-scale terrain displacement (Figure 1). This methodology, although 
confined to plane strain cases, allows measurement of soil flow velocities, and observation of the 
formation of shear bands beneath the wheel/track. Though this method does not explicitly permit 
calculation of the velocities of individual soil particles, it does allow estimation of a regularly-
spaced velocity field in the soil.  While such visualization techniques have been widely 
employed in the field of experimental fluid mechanics, their application to the study of soils is a 
relatively new development [3, 4]. 

The second experimental methodology is intended to complement the PIV-based soil 
kinematics analysis.  It employs a custom force sensor array located at the wheel-terrain 
interface. The force sensors are strain gauge-based flexural elements with interchangeable 



 56 

interface surfaces that are designed for integration with wheels or other running gear. The 
sensors allow explicit measurement of normal and shear forces (and, therefore, estimation of 
normal and shear stresses) at numerous discrete points along the wheel-soil interface.  When 
coupled with PIV-derived kinematic data, this allows for a richer characterization of soil loading 
and failure regimes than would be possible with either kinematic or pressure information alone. 
In particular, this experimental methodology allows joint visualization of the soil displacement in 
the bulk soil medium, and measurement of shear and normal stress at points along the interface. 
This could lead to development and validation of novel constitutive relations describing soil 
behavior under loading imposed by running gear.  

 
Experiments have shown that soil failure, 

at certain slip levels, is qualitatively 
different under cases of low vertical load 
(which is typical for lightweight robots) 
compared to cases of high vertical load 
(typical for large ground vehicles). Also, 
soil flow patterns have been observed to 
exhibit periodic failure phenomena, giving 
rise to interesting features such as surface 
ripple formation. These results, obtained 
through PIV analysis, provide deeper 
understanding of the mechanics of traction 
generation.  Experimental measurements 
gathered by these test methodologies are 
compared against the results from well-
established semi-empirical models, to 
understand limitations of these models and 
propose modifications and improvements. 

 
 
 

11 Single Wheel Testbed Description 
  The Robotic Mobility Group at MIT has 

designed and fabricated a multipurpose 
terramechanics rig based on the standard 
design described by Iagnemma [5]. The 
testbed is pictured in Figure 1 and is 
composed of a Lexan soil bin surrounded 
by an aluminum frame where all the 
moving parts, actuators and sensors are attached. A carriage slides on two low-friction rails to 
allow longitudinal translation while the wheel or track, attached to the carriage, is able to rotate 
at a desired angular velocity. The wheel mount is also able to translate in the vertical direction. 
This typical setup allows control of slip and vertical load by modifying the translational velocity 
of the carriage, angular velocity of the wheel, and applied load. Horizontal carriage displacement 
is controlled through a toothed belt, actuated by a 90W Maxon DC motor while the wheel is 
directly driven by another Maxon DC motor. The motors are controlled thorough two identical 

 

 
Figure 1: CAD drawing of the terramechanics 
testbed showing the imager for PIV experiments 
(top). Actual PIV setup with the high speed 
camera and two flood lights (bottom). 
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Maxon ADS 50/10 4-Q-Dc servoamplifiers. The carriage horizontal displacement is monitored 
with a Micro Epsilon WPS-1250-MK46 draw wire encoder while wheel vertical displacement 
(i.e., sinkage) is measured with a Turck A50 draw wire encoder. A 6-axis force torque ATI 
Omega 85 transducer is mounted between the wheel mount and the carriage in order to measure 
vertical load and traction generated by the wheel. Finally, a flange-to-flange reaction torque 
sensor from Futek (TFF500) is used to measure driving torque applied to the wheel. Control and 
measurement signals are handled by a NI PCIe-6363 card through Labview software.  

The rig is capable of approximately 1 meter of horizontal displacement at a maximum velocity 
of approximately 120 mm/s with a maximal wheel angular velocity of approximately 40 deg/s. 
The bin width is 0.6 meters while the soil depth is 0.16 meters. Considering the wheel sizes and 
vertical loads under study, these physical dimensions are sufficient for eliminating boundary 
effects. Moreover, the same testbed, with some adaptations, can be used to perform soil 
penetration tests and analyze different running gears (e.g., both wheels and tracks). 

For the experiments described in this report, the Mojave Martian Simulant (MMS) was 
employed as a test medium [6]. MMS is a mixture of finely crushed and sorted granular basalt 
intended to mimic, both at chemical and mechanical level, Mars soil characteristics. MMS 
particle size distribution spans from micron level to mm level with 80% of particles above the 10 
micron threshold.  

 
12 Granular Soil Particle Image Velocimetry 

Particle image velocimetry (PIV) describes an experimental method, based on image cross-
correlation techniques, used for the determination of flow velocity fields. The use of PIV for the 
calculation of fluid velocities initially emerged in the 1980‘s [7, 8]. Since then, PIV has played 
an important role in many fluid mechanics investigations [9]. Two of the main advantages of PIV 
over other methods for the measurement of velocity (e.g. hot-wire-velocimetry, Pitot tubes etc.) 
are that it is non-intrusive, and allows for relatively high resolution measurements over an 
extended spatial domain.  

During fluid-based PIV analysis, the fluid is typically seeded with marker particles that refract, 
absorb, or scatter light, have a high contrast with the fluid, and do not interrupt the fluid flow.  
Imaging is performed at high speed over an area of the flow illuminated by a light source, 
typically a pulsed laser. Captured images are post-processed with algorithms that perform frame-
to-frame feature tracking and calculation of flow velocity fields. 

PIV is also a useful method for measuring soil motion, with the notable constraint that soil is 
typically observed through a glass sheet, limiting the resulting analysis to plane strain scenarios. 
The natural granular texture of soils often generates an intensity pattern that can be readily traced 
by PIV-algorithms, without the use of marker particles. Also, incandescent light can generally be 
used for illumination.  

Granular PIV has recently been employed in several applications, including the analysis of 
grains in converging hoppers [10], study of flowing granular layers in rotating tumblers [11], 
investigation of granular avalanches [12], analysis of soil motion caused by the movement of 
animals [13], the study of burrowing behavior of razor clams [3], and in the study of wheel-soil 
interaction [4, 14]. The analysis of soil motion beneath a driven wheel via quantitative analysis 
of successive temporal images was first introduced by Wong [15]. However, the experimental 
capabilities of that study did not allow for high-speed image capture, limiting the accuracy and 
practical utility of the method. 



 58 

Soil motion analysis can be broken down into four main steps: 1) image acquisition, 2) image 
pre-processing, 3) image cross-correlation 
(PIV), and 4) velocity field post-processing.  
These steps are briefly described here, and 
methods for parameter selection are 
presented. Note that in the following, the 
Matlab-based PIVlab software is employed 
[16]. 

 
13 Piv Imager Configuration 

The accuracy of PIV strongly depends on 
the quality of the captured images. For these 
experiments the testbed was fitted with a 2.54 
cm thick tempered glass wall while the 
running gear was operated flush against this 
surface (see Figure 1).  Both wheels and 
tracks have been analyzed with this testbed, 
however this report describes results from 
rigid wheel testing.  

Image sets for the PIV measurement were 
captured with a Phantom 7 high-speed 
camera. The Phantom 7 is able to record 
grayscale images at the maximum resolution 

of 800x600 pixels at a maximum frame rate of 6688 fps. The camera was placed perpendicular to 
the front glass wall (see Figure 1) at a distance of 52 cm, while the focal length was set to 77 mm 
(a zoom lens was used) resulting in an image capture region of approximately 15 x 11.25 cm.  It 
should be noted that determination of image capture region size is largely dictated by the 
particular experimental conditions.  Here, the image capture region was chosen in order to 
conservatively bound the region of soil that would undergo motion when subjected to wheel 
passage on the soil surface.  Two 250W Lowel Pro-Light photography flood lights were placed 
on either side of the camera at an angle of 45° towards the object plane, and provided 
approximately homogeneous illumination of the soil. By using two laterally positioned light 
sources, reflections and shadows can be significantly diminished. 

 
14 Piv Image Preprocessing 

The performance of PIV cross-correlation algorithms generally improves when images are of 
high contrast, feature dense, and have low noise. In practice, images are subject to nonuniform 
illumination, image sensor noise, and lack of natural contrast in the granular material, all of 
which can degrade PIV algorithm performance. Various image pre-processing methods were 
investigated to understand their effect on algorithm performance. These include commonly-
employed algorithms such as contrast limited adaptive histogram equalization, high pass 
filtering, and clipping and intensity capping. 

To systematically investigate the effect of these preprocessing methods on PIV algorithm 
performance, test image segments of the Mars regolith simulant with dimensions 256 x 256 
pixels were captured, then synthetically deformed in canonical directions. Since the particle 
distribution in the soil under investigation is locally inhomogeneous, two distinct image 

 
Figure 2: Examples of soil natural textures. 

 
Figure 3: Two examples of image canonical 
transformations used to evaluate PIV settings. 
Nine image transformations for coarse and fine 
soil textures were used to evaluate PIV 
accuracy. 

Coarse Fine 
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segments were captured in order to adequately represent typical apparent grain distributions in 
the MMS simulant. This resulted in one image populated by relatively large grains and one 
populated by relatively small grains (Figure 2).  Synthetic deformation of the image was 
performed as a means of generating a ground truth for cases of linear translation (1-4 pixels in 
both horizontal, vertical, and diagonal directions), rotation (1-8 degrees in clockwise and 
counter-clockwise directions), shear (1-4 pixels of relative motion between upper and lower 
image halves), and simple shear (1-4 pixels of motion of upper edge of image) (Figure 3). Since 
the pixel shift for each deformation was controlled, this methodology allowed quantitative 
evaluation of PIV algorithm results. An error metric was computed by computing the average 
difference, over all points in the PIV velocity field, between the velocity vector calculated 
through PIV and the true velocity vectors. 

 
15 Piv Image Cross-Correlation 

 In PIV, images are divided into small interrogation windows (IW) and then analyzed to 
compute the probable displacement between successive images for each IW using cross-
correlation techniques. This results in an equally spaced field of calculated velocity vectors. The 
probable displacement is determined by using the cross-correlation function: 

 
  (1) 
  

where I is the intensity of the first image and I' the intensity of the second image. A detailed 
description of PIV theory can be found in [17]. Particle density, image resolution, and IW size 

are interconnected parameters that must 
be carefully selected to optimize 
performance. Based on experimental 
investigations, Keane and Adrian [18] 
defined empirical rules for optimal PIV 
setup. The reader is referred to the above 
report for more details. For the results 
presented here, the following settings 
were employed: 25 fps, final IW size of 
16, CLAHE filtering with kernel size of 
40 pixels.  A more complete description 
of the PIV settings and analysis is 
presented in [19]. 

 

Figure 4: Comparison of velocity calculated through PIV 
and measured with a draw wire encoder  
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16 Velocity Field Post-Processing 

The raw velocity field produced by PIV 
calculations can contain spurious vectors 
(outliers). These outliers can be caused 
by noise, inappropriate interrogation 
settings, and accidentally matched 
patterns. Hence, to improve results, 
rejection of these outliers and 
interpolation of missing data points can 
be performed in a post-processing stage 
through filtering. Filters for the rejection 
of outliers can primarily be divided into 
two separate classes: global and local 
methods. Global filters commonly 
employ a simple thresholding method, 
with the threshold value selected by an 
operator with empirical or theoretical 
domain knowledge. If elements of the 
velocity field exceed the threshold, this 
element is removed from the results. 
Local filters are primarily based on 

relative differences between surrounding vectors, rather than absolute values. A local filter 
calculates the mean and standard deviation of the velocity for a selected kernel size around each 
vector. If the velocity exceeds certain thresholds, the vector is rejected. For the results presented 
here, a 5x5 kernel with a threshold of 8 times the standard deviation was used for post-
processing. 

 
17 Validation And Verification 

The synthetically deformed image was determined to be a useful ground truth for determining 
appropriate PIV operational parameters. However, validation of the PIV algorithm performance 
was also pursued on two sets of test data that were physically relevant to the running gear-soil 
interaction case.   

The first test consisted of calculating the velocity via PIV of a 2.5 cm thick steel plate 
performing a soil penetration test. The ground truth velocity of the plate was externally measured 
by numerically differentiating the output of the draw wire encoder (which nominally provides a 
position measurement). To obtain a plate velocity measure from PIV, an average of the velocities 
was computed over a rectangular region of interest aligned with the moving plate.  

Figure 4 shows a comparison of the plate velocity as determined from PIV calculations and the 
velocity measured by the draw wire encoder. The average percent error (for the best settings) 
between these measurements was below 1%. It should be noted that, for this test case, the PIV 
algorithm is not performing calculations on the granular soil, but rather the steel plate edge. 
However, this test remains of interest since the soil in contact with the plate necessarily moves at 
the same velocity. 

The second test consisted of calculating the time evolution of motions of discrete features 
associated with MMS simulant soil beneath a driven rigid wheel. Trajectories  are calculated 

Figure 5: Soil trajectories calculated from velocity 
field obtained through PIV analysis. Visual 
inspection showed that PIV yielded tracking of soil 
regions on the order of 0.5-1 mm after translations of 
several centimeters. 
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for a grid of 9 x 6 regions of interest over the soil area. The time evolution of the positions of the 
center of the regions of interest was computed by integrating the velocities with a fourth order 
Runge-Kutta method. 

 

   (2) 

The motion of these tracked regions were compared to trajectories of individual soil particles 
that are large enough to be manually tracked from frame to frame, thereby providing a qualitative 
performance evaluation. Also, the calculation of feature trajectories is useful for illustrating soil 
flow when subjected to various loading conditions.  

Figure 5 displays the trajectories computed while the wheel was advancing at 17 deg/s with 
30% slip. Note that the area above the soil surface was masked during pre-processing, and hence 
these features remain at their original location. The squares show the final position of the tracked 
features and the lines represent the motion evolution. Manual inspection showed that the selected 
PIV yielded tracking of soil regions in the order of 1-2 pixels, corresponding to 0.5-1 mm after 
translations of several centimeters. 

 
18 Wheel-Terrain Interface Force Sensor Description 

Measurement of the normal and shear stress acting on a moving wheel is important for 
empirical testing and validation of models describing interfacial phenomena.  While numerous 
COTS sensors exist for measuring pressure [20], the authors are unaware of any available 
sensors that can measure both pressure and shear stress, at a scale and resolution suitable for 

 
 

Figure 6: Working scheme of the custom force sensor for interfacial stress measurement (top left). Five 
sensors are distributed from the wheel median axis to the wheel edge (bottom left). Sensors are rigidly 
connected to the wheel hub (right) 
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investigation of the interaction mechanics of small, lightweight vehicle running gear and 
deformable soil.  

Therefore, a custom sensor array was designed and fabricated (Figure 6). Each sensor is a 
solid-state L-shaped aluminum flexure instrumented with two full bridge strain gages. The 
sensor is mounted rigidly to the running gear, and its interface element is exposed to the soil.  
The interface element is generally subjected to normal (N) and shear (T) loading.  These forces 
cause the flexure elements to deflect in a linear elastic manner.  From measured deflection, and 
given prior calibration data, the applied forces can be uniquely computed.  (Axial strain is 
intrinsically rejected by the full bridge configuration.) Stress can then be inferred assuming 
uniform pressure distribution over the known sensors’ head area.  

Sensors are mounted on the surface of a 26 cm diameter rigid aluminum wheel (see Figure 6). 
Note that a twin wheel, without the array, was used for PIV testing. Five sensors have been 
fabricated and integrated in a linear array spanning one half of the wheel width (i.e. from one 
edge to the center of the wheel). Sensors were first calibrated by applying test weights of 100, 
200, and 500 grams in the normal and tangential direction. Measurement linearity error, across 
all the sensors, was found to be below 3%.  

The sensor array is extremely sensitive to misalignment and thus an uneven contact patch 
profile can easily unbalance the output reading. To ensure accurate alignment, sensors alignment 
was verified after every 5 tests, by driving the wheel over a flat, rigid, aluminum plate covered 
with a thin layer of polyurethane foam in order to verify that the sensor output was uniform. Due 
to the difficulty in precisely controlling soil preparation, each test was repeated at least 15 times. 
In fact, local soil density variation, inhomogeneity (due to non-uniform distribution of larger 
grains, for example), and surface unevenness all were observed to affect measurement output. 
The 15 trials highlighted test variability and were analyzed to detect outliers and eventually 
remove tests where anomalies were detected. 
 
19 Soil Properties 

Characterization of the soil under investigation is a necessary step for any terramechanics 
investigation. Detailed chemical composition, particle size distribution, and shearing properties 
of the MMS simulant under investigation can be found in [6]. However, pressure-sinkage 
properties (i.e. Bekker’s parameters) for the soil were unknown, and therefore a series of plate 
penetration tests were performed.  

Since the wheel has a width of 0.13 m and a nominal contact patch length of 0.05 m (estimated 
assuming nominal conditions of Fz = 100 N and low slip) three rectangular plates with the 
following dimensions were selected: 0.13 m x 0.03 m, 0.13 m x 0.05 m, and 0.13 m x 0.07 m. 

Each plate was mounted on a linear actuator, which was anchored to the testbed and then 
pushed perpendicularly into the soil while the vertical load and penetration length (i.e. sinkage) 
were measured with a load cell and a draw wire encoder, respectively. 

For each plate, tests were repeated 15 times. Between each test, soil was manually agitated and 
then re-leveled. Figure 7 shows an example of the data collected. Test-to-test variation was 
observed, but was not considered unusual due to the nondeterministic nature of soil testing.  

The scope of the tests was to fit experimental data to Bekker’s pressure-sinkage equation [21]: 
 
  (3) 
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where p is pressure, z is sinkage, b is plate width (3,5,7 cm) and  are the parameters 
under investigation. Adopting the fitting methodology presented in [2] it was noted that 

  is strongly correlated with n as shown in Figure 8. This correlation necessarily 
results from the tests having similar amounts of deviation from an exponential curve. While this 
effect is solely an artifact of experimental estimation, it is still undesirable because it inhibits keqb 
from being estimated independently. 

The problem is mitigated through adoption of Reece’s equation [22] for pressure-sinkage: 
 
  (4) 
 
Dimensional analysis of Reece’s equation shows that  is not function of n (as it was in 

Bekker equation). Although variability is still substantial,  estimation becomes less 
dependent of n as can be seen in Figure 9. 
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Figure 7: Penetration tests for rectangular plates with the 
following dimensions 0 13 m x 0 03 m  0 13 m x 0 05 m  

    

Figure 8: Strong correlation between soil parameters when 
Bekker equation is used  
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Penetration tests variability, even under laboratory controlled conditions, suggests that soil 
parameters should be derived from statistical distributions rather than deterministic values. A 
stochastic characterization of terrain properties is currently being investigated by the authors 
while the results presented in this report are still derived with the method established by Wong 
[2]. 

Two parameter sets are reported in Table 1. The set labeled ‘357’ has been obtained 
considering the full dataset presented in Figure 7 while the set labeled “57” has been obtained 
only with the 5 cm and 7 cm plates, and truncating the data at 50 kPa. This was motivated by the 
fact that the wheel under investigation was expected to have contact patch length larger than 5 
cm and normal stress distribution below 50kPa. The two datasets show how slightly modifying 
the design of experiments, can drastically change soil parameter calculation. 
 
Table 1: Bekker soil parameters for the MMS soil. Two sets were extracted, 357 includes all the 
data while for 57 only two plates were used (5 cm and 7 cm) and data was truncated at 50 kPa 
mark. 

Set n 
 

[kN/mn+1] 

 
[kN/mn+2

] 
357 0.99 -55 4584 
57 1.4 846 6708 

 
20 Results And Discussion 

Experiments with the PIV and stress sensor experimental methodologies were conducted 
separately. For PIV tests, a smooth wheel, coated with MMS simulant (to ensure sufficient 
interfacial friction) was run flush against a glass wall. For stress sensor tests, a wheel of exactly 
the same diameter, and again covered with MMS simulant, was run in the middle of the soil bin. 
Soil was loosened, mixed, and leveled between each test, in an attempt to achieve uniformly 
loose, homogenous conditions. 

Both type of tests were run at approximately 100N of vertical load and for slip levels ranging 
from -70% to 70% (for PIV tests, slip was limited to ±30%). For PIV tests the wheel velocity 
was fixed at 17 deg/s while for stress sensor tests angular velocity was reduced to 8.5 deg/s to 

Figure 9: Correlation between soil parameters is mitigated 
when Reece's equation is used  
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improve measurement quality. (The 
horizontal carriage velocity was modified 
to achieve the desired slip level.) For both 
types of tests, it was first ascertained that 
velocity did not have an influence on 
wheel performance. The operational 
conditions described above were chosen 
because they are close to those of the Mars 
Exploration Rover, a successful 
lightweight robotic vehicle.  

A substantial amount of data was 
collected and cannot be comprehensively 
described in this report. Instead, a small 
number of initial results are presented. 
21 PIV Analysis 

Analysis of PIV data was performed to 
qualitatively analyze soil motion (a 
quantitative analysis would have required 
to investigate the complex mapping between stress and displacement, this goes beyond the scope 
of this preliminary study). Figure 10 presents a snapshot of a 30% slip test, and displays the 
following information from top-left-clockwise: velocity vectors, u-velocity, v-velocity, and 
velocity magnitude. Analysis of such images can provide insights into the spatial distribution of 
soil velocity under running gear, and can vary dramatically for such cases as slip, skid, free-
rolling wheels, braked wheels, etc. 

Decomposition of this flow field can yield useful insight into soil shearing (which occurs 
primarily in the horizontal direction, see upper right image) and soil compaction phenomena 
(which occurs primarily in the vertical direction, see lower right image). Here, a blue region 
corresponds to no motion while red indicates a maximum velocity. Analysis of these images 
shows that soil flow remains attached to the wheel rim. Moreover, for low vertical load (such as 
the one utilized during experiments) it was observed that two separate slip failure lines did not 
evolve, as predicted by classical theory [23, 24]. This finding is interesting because according to 
[23], the maximum stress occurs where the soil flow separates. The absence of flow separation, 
however, does not prevent stress to reach a maximum (see Figure 11).   

For slip levels below ±10%, the soil was not observed to develop a significant shearing plane. 
Another phenomenon that was clearly highlighted by PIV analysis is the periodic nature of soil 
failure. For slip level above 10-15%, soil often exhibits a periodic loading cycle of alternating 
compaction and shearing, which results in discontinuous failure of the soil mass. This has two 
direct consequences: oscillations in drawbar pull readings and creation of ripples behind the 
wheel. Note that while these effects have been noted previously, they have been typically 
assigned to the effect of grousers. However, these effects are present even for smooth wheels, 
without grousers.  

Figure 10: A snapshot of a 30% slip test. Nominal 
vertical load was 100N and wheel angular velocity 
of 17 deg/s. From top-left-clockwise: velocity 
vectors, u-velocity, v-velocity, and velocity 
magnitude.  
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PIV data can be useful for investigation of constitutive models for granular materials, and for 
development of reduced order models based on soil displacement predictions. An important 
consideration to bear in mind when examining flow fields like the one presented in Figure 10 is 
that the relationship between stress and displacement is typically complex, and one must avoid 
the temptation to directly (i.e., proportionally) correlate velocity magnitudes with stress 
magnitudes. 

For this reason, direct stress measurement of shear and normal forces, and inferences of 
associated stresses, at the wheel-terrain interface yields valuable information about the traction 
generation process.  
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Figure 11: Normal and tangential stress at the wheel-soil interface calculated from force sensors. These were 
obtained for nominal vertical load of 100 N and wheel angular velocity of 8.5 deg/s. The four panels present 
data for -70%, +70%, -10%, and +10% slip (clockwise from upper left). Sensors are labeled according to the 
scheme presented in Figure 6. “I” corresponds to the sensor located at the center and “V” to the sensor 
located at the edge of the wheel. Central angle defines the angular position along wheel circumference 
[26,27]. 

 

-70% slip +70% 
slip 

-10% slip +10% slip 
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22 Interface Force Sensor Analysis 
Classical terramechanics methods rely on the estimation of the stress distribution under the 

wheel. The ability to directly measure such quantities allows for a one-to-one comparison of 
model prediction and experimental reality. 

 Analysis of stress distribution across a (symmetric) half-wheel width shows that boundary 
effects become more pronounced as slip increases (see Figure 11). In particular, stress at the 
wheel edge was observed to be relatively high for positive slip and relatively low for negative 
slip. It is hypothesized that this effect is caused by soil transport phenomena: for positive slip, 
soil in the center of the wheel is transported behind the wheel at higher rate than the soil at the 
wheel edges, which causes the wheel edges to bear proportionally more of the total normal wheel 
load. On the contrary, for negative slip, soil accumulated in front of the wheel creates a thicker 
layer under the wheel median axis, causing higher stress in the center. 

For higher loading conditions, Onafeko and Reece [25] noted that normal stress decreases with 

increasing positive slip since an increasingly larger portion of vertical load is supported by shear 
stress (which contributes more to vertical load equilibrium because of increased sinkage). This 
was confirmed experimentally with the stress sensors. 

Another interesting aspect of wheel stress distributions is the inversion of shear stress for 
negative slip conditions. This phenomenon was noted also by [25] and it is consistent with 
wheel-soil interaction kinematics: for negative slip, the wheel travels forward but simultaneously 
skids over the soil, generating a shear sign transition. Interestingly, PIV imagery does not show 
any soil separation or flow inversion where the shear stress changes sign.  

In Figure 12, a direct comparison between the measured stress and stress predicted by the 
model originally proposed by Wong [26, 27] and Janosi and Hanamoto [28] is presented, using 
the experimentally determined soil parameters (two parameter sets, presented in Table 1, are 
compared). The normal stress distribution is underestimated and the error seems largely related 
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Figure 12: Stress distribution for 10% (left) and 30% (right) slip compared with analytical model from 
Wong and Reece [26, 27]. Two soil parameter sets, presented in Table 1, were tested. The difference 
between the two parameter sets, although significant, it is not dramatic. Normal stress is slightly 
underestimated while tangential stress is significantly estimated. Tangential stress, however, is primarily 
based on soil shear properties which were obtained in [29]. 

 

+10% slip +30% slip 
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with the location of maximum stress. Tuning of semi-empirical model parameters could allow 
better agreement.  
The predicted shear stress, however, was found to be overestimated. Note that the shear 

modulus adopted to produce results in Figure 12 was calculated according to [29]. For larger (but 
arguably inaccurate) values of shear modulus, it may be possible to obtain better agreement 
between prediction and experimental data; however this raises a fundamental question about the 
validity of the assumptions behind the model. In fact, the model assumes that the soil is sheared 
for a distance corresponding to the amount of relative motion between the wheel and the soil. 
This assumption, as shown by PIV analysis, is likely erroneous, since the soil at the wheel-terrain 
interface stays attached to wheel rim, while failure physically occurs (in regular, periodic failure 
patterns) some distance away from the interface. Although  and  are 
significantly different (see Table 1), model predictions using these two sets are relatively close. 
This warrants further efforts in characterizing terrain variability and its influence on stress 
measurements variability.  
 

23 Conclusions—Experimental Analysis of Wheel-Terrain Interaction 
Novel experimental methods aimed at understanding the fundamental phenomena governing 

the motion of lightweight vehicles on dry, granular soils were presented. 
Aside from standard wheel experiments (i.e., measurements of drawbar force, applied torque, 

and sinkage during controlled slip runs) two additional experimental methodologies were 
introduced. The first relies on high-speed imaging of the wheel-soil interface and the use of 
particle image velocimetry (PIV) to measure micro-scale terrain kinematics. The second 
experimental methodology consists of a custom force sensor array located at the wheel-terrain 
interface. The sensors allowed explicit measurement of normal and shear forces (and, therefore, 
estimation of normal and shear stresses) at numerous discrete points along the wheel-soil 
interface.  

Analysis of PIV data has shown that soil failure, at certain slip levels, is qualitatively different 
under cases of low vertical load (which is typical for lightweight robots) compared to cases of 
high vertical load (typical for large ground vehicles). Also, soil flow patterns have been observed 
to exhibit periodic failure phenomena, giving rise to interesting features such as surface ripple 
formation. Soil flow was observed to be always attached to the wheel rim and only one shear 
failure surface was observed. Soil usually exhibits compression in front of the wheel and then 
shears beneath it. 

 Stress measurements showed that, although only one shear failure surface is present, tangential 
stress goes through sign inversion for negative slip. Stress distribution, along the wheel width, is 
approximately uniform for low slip while edge effects become increasingly significant for higher 
slip levels. Although some observations regarding soil shear failure were not confirmed by PIV, 
classical methods (partially based on those observations) were able to capture main trends for a 
range of slip conditions. These results provide deeper understanding of the mechanics of traction 
generation and are expected to open new frontiers for more accurate, and predictive, lightweight 
vehicle mobility models.  

Further investigation of small robot-terrain interaction mechanics will focus on extending these 
experiments to a wider range of vertical loads. This will provide a basis for validation of 
constitutive laws and the improvement of reduced-order models. Future work will also focus on 
stochastic characterization of terrain response and how underlying soil variability affects 
interfacial stresses modeling. In fact, even under laboratory controlled conditions, penetration 
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plate tests have highlighted significant soil variability, warranting for statistical interpretation of 
experimental data.  
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